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Abstract

Sorting coffee beans is a crucial stage to achieve high quality and raise the value for
the product. This work usually takes a short time to conduct with a large number of coffee
beans, while sorting by hand is hard to respond to. And in some cases, appearances of bad
coffee beans are nearly similar to good ones, this is hard to distinguish by eyes as sorting
in bulk. So an efficient algorithm used particular standards to sort coffee is necessary. From
existed issues, this paper presents an efficient approach used as a computer vision system
to sort coffee beans based on the criteria about shape and color of the product. Geometric
properties and a linear graph are used in this paper to analyze the features of the product.
Coffee beans are categorized into two major groups: bad beans and good beans, corresponding
to quality standards about specific color and shape. Our proposed method detects and covers
the majority of types of bad beans, and get high at both the accuracy metric and F1-score
metric with fast speed in sorting.

Index terms

Coffee bean, sorting coffee bean, shape and color for sorting, machine learning for sorting,
CIELab color space.

1. Introduction

Coffee is one of the most widely consumed beverages around the world. With 500
billion cups each year, coffee holds the second position in consumption among all
beverages after water [1]. And coffee consumption rates have increased by about 2%
per year worldwide during the last decades [2]. With a high consumption, coffee is grown
in over 80 countries in the tropical and sub-tropical regions of the world, contributing
sustainably to their national economies [3]. Coffee flavor is one of the most important
quality evaluation criteria employed for coffee commercialization and consumption and
affects directly product price [4]. Unfortunately, defects of coffee beans after harvested
might damage considerably to the flavor of the product, leading the value of coffee is
reduced. Therefore, a pre-processing stage eliminating defect beans of coffee is necessary
to reach a better worth for products and raise flavor for the consumer.
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The criteria commonly used to evaluate the quality of coffee beans include color,
shape, size, density, the number of defects, moisture, etc. [4], [S], and they are also
employed in computer vision systems to recognize coffee defects after the harvested
stage. A computer vision system might consist of an illuminated system, a camera
used to acquire images, a computer, and software for processing input images [6], [7].
Features of beans from images are extracted and analyzed for defect detection of coffee
beans, and a classification step is conducted afterward. There have been many studies in
the field of sorting coffee beans were proposed. One of the approaches for this problem
was represented by Pinto and co-worker [8], authors used a model of deep convolutional
neural networks (CNN) to classify coffee beans with six types of different output defects.
Although this method obtained high accuracy in distinguishing black and sour beans,
it only reaches a proportion rather low in recognizing other coffee colors (72%) and
broken coffees (67.5%). Another CNN model was also presented in [9] using for small
datasets with high variance by Wallelign. This method divided coffee into 12 quality
grades corresponding to 12 different output nodes, however, it also only obtains under
90% rates. Apart from CNN techniques, some other methods are also utilized to evaluate
coffee quality. In [7] converted from RGB color space to a CIELAB space using an
ANN model, and a Bayesian classifier was combined to classify based on the CIELAB
color space converted. The results of this method are shown well with high accuracy
in terms of color, but this approach is limited by it did not notice to shape criterion.
This one is also similar to Arboleda’s method [10], image processing techniques are
applied and combined with analyzing RGB color space to identify coffee, however,
this proposal also only focuses on identifying black coffee, and can’t cover multiple
different defects of shape criterion like broken coffee, sour coffee,... Generally, though
[7] and [10] all obtained positive results in sorting coffee color, both still can’t address
thoroughly problems in classifying for multiple different defects, leading to substantial
limits in sorting coffee to eliminate bad beans.

From the existed problems mentioned above, this paper proposes an efficient approach
to evaluate the quality of green coffee beans with significant contributions. Firstly, our
approach achieves high at both the accuracy metric and the F1-score metric. Secondly,
our algorithm can detect and cover multiple types of defects of coffee bean which the
previous algorithm did not tackle thoroughly. And the last, this method can get a high
speed that responds to real-time systems. An image preprocessing stage is conducted
to achieve object borders and an RGB color space matrix. The border will be utilized
for checking the bean shape, and the RGB matrix is employed to convert to CIELAB
color space used for bean color evaluation. A linear chart shows the relation between
parameters L*, b*, Hue* in the color space with bean color quality will be analyzed
and combined machine learning algorithms to evaluate product color quality afterward.

The paper is organized into three main sections. Section II will represent the materials
used in our system, and the details of our proposal are also presented in this section.
The achieved results are shown and discussed in section III, and in the final section,
we will perform to conclude the proposed approach.
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2. Materials and Methods
2.1. Materials

(b)

Fig. 1. Two main coffee bean groups.(a) Good bean (b) Bad bean (left:
shape criterion, right: color criterion)

Our coffee samples are harvested from different seasons until 2019 and provided by a
farm from Lam Dong, Viet Nam. These samples were acquired by a variety of different
types of coffee (arabica, robusta,...) that plants commonly in the area. Aiming to group
coffee beans into particular groups, we conducted to approach requirements at farms
and through previous literature to categorize the dataset into two main groups that rely
upon different properties about color grades and shapes of beans. According to National
Quality Standards for coffee beans, defects of green coffee might be graded based on
many descriptions like black beans, sour beans, shells beans, pulper-cut beans, broken
beans, etc. [S5]. However, from demands in reality surveyed, the central purpose at farms
often only separate coffee beans into two types of coffee beans consists of good beans
and bad beans. Bad beans will be eliminated while good beans will be retained after
this stage to utilize for various destinations. Based on these realities, our method splits
coffee beans into two principal groups: bad beans and good beans that aims to apply
researched algorithms in this paper to invent a coffee the sorting machine.

Coffee beans might be evaluated by many different criteria, in which the appearance is
one of the most important measures. From appearance criteria, our method distinguishes
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CONVEYER BELT

| ——

Fig. 2. Our system using to acquire image and sort bean

between bad beans and good beans by using factors about color and shape. A good bean
must be ensured that both the color criterion and shape criterion is good. On the other
hand, a coffee bean will be treated as a bad bean if any defect about shape or color
exists on the bean.

Although there are a variety of defects about color like sour defect beans, black
defect beans. .., but generally the color of these defect beans often are darker than good
beans, meanwhile, bad beans by shape are broken beans or deformed beans,... Using
these properties to find out whether this is a good bean or not, our approach can cover
multiple various defects bean into one group of bad beans. Two main groups consist of
good beans and bad beans with kinds of different defect properties is shown in Fig. 1.

To collect the dataset, our system used a white background conveyor belt to move
coffee beans through a camera that was placed at 20 cm above the surface in Fig. 2.
An illuminated system with 20 single white LEDs is put around the digital camera to
provide enough light for taking images. To avoid the distortion by rolling shutter camera
when the conveyor belt is moving [11], a CCD digital camera is used in our system
with resolution 5 MP, exposure time 1/60s, and ISO 200. The coffee bean samples
are dropped along the conveyor belt and will be captured after each particular time by
taking multiple objects at once into one image and give the coordinate of bad beans
after the processing.

2.2. Our Methods

A flowchart for the entire algorithm is shown in Fig. 3. The images contenting coffee
beans are acquired through capturing continuously after each 1/30s by a high-speed
camera. Each obtained image with multiple objects shown in Fig. 4a will be segmented
by using the Otsu threshold, and the stage eliminating noise will be conducted afterward

24



Journal of Science and Technique - Le Quy Don Technical University - No. 213 (12-2020)

to give the results represented in Fig. 4b,c. To achieve border pixels used for evaluating
the shape of the object, our approach calculated the sum of neighbor pixels aiming to get
the first border and used the Aparajeya thinning algorithm [12] to acquire the one-pixel
border width as shown in Fig. 4d. Some of the earlier methods are used to detect the
defect beans like the CNN method of Pinto [8] and Wallelign [9], or methods using color
spaces in [7], [10],... These algorithms generally only provided good results at some
type of defects. However, our proposed approach can cover multiple different defects
by applying a simple method based on geometry properties to reduces considerable
calculation costs, combining with CIELAB color space and machine learning algorithms
to evaluate the coffee quality. Our approach utilized three parameters L*, b*, Hue* and
analyzed the chart of these parameters to get a threshold based on their linear properties

Image Acquisition

A 4

Segmentation Image

A 4 A 4

RGB Object Matrix Object Border

A 4 A 4

L*a*b* channel Evaluating shape

A 4

Average parameter
L*, b*, Hue

h 4

Evaluating color

Fig. 3. Our approach flowchart

2.2.1. Object Extraction: A segmented image will be achieved in this section to
maintain for the next stages by separating objects from the background. The border
pixels and inside pixels of each bean are also archived that aims to use for evaluation
with criteria regarding shape and color.

2.2.1.1. Segmentation: Let K is an accomplished automatic threshold after per-
forming the Otsu algorithm [13], and T is the output binary image. The obtained binary

25



Section on Information and Communication Technology (ICT) - No. 16 (12-2020)

(©) (d)

Fig. 4. Pre-processing image to get the border and RBG matrix. (a) Image accquired from camera (b)
Segmentation (c) Binary image (d) The border of objects

image is given by
1, it IMG(z,y) > K+6
T(z,y) = { ) (1)

0, otherwise

where ¢ is the parameter to adjust deviation for threshold if the light from the source
is too high or too small, and IMG is an original image acquired from the camera. By
the interference from outside light, the acquired image is not homogeneous about light
between areas, making the binary image will appear some noise after the binary step.
According to our observation, the achieved results exist two types of noise, are salt noise
and big holes. The Gaussian kernel was employed to remove salt noise and combined
with the Hoshen-Kopelman algorithm [14] to eliminate big holes. The 7; image after
eliminated salt noise with Gaussian window is obtained by using

To(r,y) =T(z,y) * W(z,y) (2)

where W (z,y) represents a Gaussian kernel. Basing on the survey through data set
shows that the size 3x3 provides better results than using other kernels like 5x5 or 7x7.
Fig. 4c shows the image after the binary step.

2.2.1.2. Object border: This stage aims to acquire the object border to check the
shape of objects. The achieved border needs to ensure the one-pixel width utilized for
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evaluating object shape, so our algorithm conducted this stage consists of two steps.
Firstly, we get the first border skeleton from objects by calculating the sum of neighbor
pixels

3)

Bz.4) 1, if $<7and Tg(z,y) =1
x =
Y 0, otherwise

where S represents the sum of 8-neighbors of the calculated point, 7z is the binary
image as calculated above, and B is the border image. And secondly, we used Aparajeya
thinning algorithm [12] to obtain the border width to one pixel. Let C,,, is the m'* object
in the image with multiple objects. The positions of pixels on the border belongs the
each object (), is denoted by BF,, = {(xij, yij)}iv;”l, with N,, is the number of pixels
in C,, and k represents the £*" pixel in N,,. The value of BP is used for evaluating the
shape and extracting each object in the image in the next stages.

After getting the border width to one pixel, broken lines are removed entirely to
ensure the obtained image just contains borders of coffee beans. Object borders, which
cut by the edge of the image, are also eliminated to ensure only full shapes exist in
the image as Fig. 4d. Objects cut by image edge in the previous acquirement will be
collected and evaluated in the next acquirement time.

2.2.1.3. Extracting each object from multiple objects image: Let R,.., Rmin,
Crazs Cmin corresponding to outermost border coordinates of the objects presented
in Fig. 5. A rectangle is used to surround the object aiming to separate the object with
others. However, this covering might contain several parts of other objects around. So
eliminating other objects residual parts is necessary to keep inside the rectangle only
contains the considered object. Hoshen-Kopelman algorithm [14] is used in this step to
find the labels contained in the rectangle. The considered object will correspond to the
most sum of the label out of existed labels inside the rectangle.

Fig. 5. The object is separated out background by using a rectangle
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Fig. 6. The object border is seperated into P part (5 parts in our algorithm)

2.2.2. Evaluating shape and color of coffee beans:

2.2.2.1. Evaluating shape: This section represents an approach that appraises beans
quality through shape criterion based on the geometry properties. Broken beans or dis-
torted beans (defect beans by shape) usually appears defect positions on the bean surface
and make the positions are concave or distorted with the bean surface. Meanwhile, these
characteristics rarely appear on the surface of the good beans. Utilizing this property,
our algorithm used the object border to explore the defect positions and considered the
bean quality based on the number of defects found. If the number of concave positions
on the border is greater than a determined threshold, the object will be evaluated as a
bad coffee bean. On the other hand, it will be considered as a good bean if the number
of concave positions does not exceed the threshold. By using this way, we separated the
border of each object into P parts that show in Fig. 6, and evaluating each part relies
on the object’s cave positions scale.

Let O(zo,yo0) be center coordinate of object, and M (x s, yas) is an arbitrary point
in each part in BP,,. The O(zo,yo) coordinate is obtained by

N'I?l
oy B P,
N
where NN, is the number of pixels in C),, as mentioned above. Our approach determined
the relative position between O and M with the line AB (A, B corresponds starting and

ending point of each part) to calculate whether O and M are the same sides or opposite
sides. The line AB in this calculation is represented by

O(zo,y0) = “4)

f(x,y) = (ya —yB)(x —2a) + (v — 24)(y —ya) =0 (5)

In the next step, the proposed method used an r(z) array to contain the relative
relations in each part of two considered points aiming to find the defect positions.
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Value at i*" pixel of (i) get value "1" when O and M are same sides, otherwise, it will
get value "0" when O and M are opposite sides

i) = {1, if f(x0,90)(f (221 ya1) > 0 ©

0, otherwise

Let thryeer i @ normalized value of the number of pixels "1" in r(¢). This value is
obtained by the following formula

)

thrpiock =

N, is number of pixels in each part N, = N 1f the thryees iS greater than a threshold
T H Ryjock, the part of the object is consideredp not enough criterion, and this is the defect
position found in the object. Depending on the level of the defect to evaluate the quality
of the bean, our algorithm considers a bad bean if it exists any defected part in the
object and give the object coordinate for the next steps

2.2.2.2. Evaluating color using CIE color: The CIELAB color space is an inter-
national standard developed by the CIE in 1976. It was considered the CIELAB uniform
space in which two color coordinates, a* and b*, as well as a psychometric index of
lightness, L*, were measured [15], [16]. The parameter a* ranges from green (negative
value) to red (positive value), whereas parameter b* ranges from blue (negative value)
to yellow (positive value). And L* is a qualitative attribute of relative luminosity, which
is the property according to which each color can be considered as equivalent to a
member of the grayscale, ranging between black (L* = 0) and white (L* = 100) [17],
[18], [19]. The value of parameters L*, a*, b* is given by

116(X)s — 16, if X <0.
e 6(Yn)yz 6, if 3 < 0.008856 ®
903.3(3-), otherwise
P X Y
a’ = [(X_n)3 - (771)3} )
b = 1) ()M (10)

where X,,, Y,,, Z, are the tristimulus values of the reference white point (D65 white
point is used in our system), and X, Y, Z are values received from RGB to XYZ
conversion.

Another parameter, Hue (h*), is also calculated in this section combined with other
values to analyze a linear relation. Hue is considered the qualitative attribute of color,
is the attribute according to which colors have been traditionally defined as reddish,
greenish, etc., and it is used to define the difference of a certain color regarding grey
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Fig. 7. The two data clusters represents the linear property about color criterion of good beans and
bad beans (blue and plus: bad bean, red and circle: good bean)

color with the same lightness. This attribute is related to the differences in absorbance
at different wavelengths. Hue is calculated by the following formula

*
1%

b*

h* = tan (11)

To evaluate the color criterion, we observed the relation between color space and
the quality of objects based on parameters together. Although using 1D or 2D space to
evaluate the fruit quality might bring good results in several cases, however, the range
of coffee bean color is wide and diverse, so 1D or 2D space selections might not cover
multiple different color defects. Hence in our algorithm, triple parameter L*, b*, h* are
used to appraise the coffee bean quality through a 3D graph. Values of L*, b*, h* in
each object are calculated by
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Fig. 8. The plane seprarates two data clusters using pocket algorithm

i S L, )

R C, ..
‘7maz - '7maz . b 7/7
Ab* _ ZZ*Rmzn Z]’([szn ( ]) (13)
Zf%:maw ‘ ZiC:max . h('l, j)
Ah* = Rmin Ncmm (14)

Here L, b, h represents pixel matrices of L*, b*, h* converted from the formulas above.
To analyze the relations of these parameters with the product quality, the proposed
approach separated collection into two groups included good beans and bad beans, and
label for each group. These data clusters are visualized by the 3D graph drawn through
triple parameters as shown in Fig. 7. Red points correspond to the data cluster of good
beans while the blue ones are the cluster of bad beans.

From the graph, two data clusters with two different linear characteristics are showed
clearly, good beans are clustered separately with color defect beans. However, as pre-
sented above, the skin of some types of color defects is similar together, and there are
not border clearly between good beans and bad at color criterion in several cases. This
leads some noises appeared between two data cluster in the graph and broke the linear
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property of data. So Pocket Learning algorithm [20] is appropriate in this research to
address the problem that aims to find a plane that separates two data classes. This
algorithm is a supervised learning algorithm modified from the Perceptron algorithm
makes perceptron learning well behaved with non-separable training data, even if that
data is noisy and contradictory [21]. Assuming the plane separating two data clusters
is given by

fw(L,b,h) = whe = w L + wyb + wsh 4 wy (15)

Here f,,(L,b, h) is the output value for classifying two data clusters, w = [wq w; wy w3]”
is the weight vector and x = [L b h 1]T is the feature vector corresponding to average
values Ay« Ay, Ap- calculated above. Let y is the defined label for output data, the
label will be attached value "1" if it is a good bean meanwhile a bad bean will be
attached value "-1". For each data point z;, a lost function is represented by

e(w;x;;y;) = —yz‘le’z' (16)

The weight vector w is updated after each epoch to count the number of misclassified
points. If misclassified points currently are smaller than previous epochs, the weight
vector will be achieved. This processing is conducted by the number particular epochs
and obtained weight vector with the smallest misclassified point. The weight vector w
for each data point is updated through

w=w— vae(w; T35 Y;) (17)

Our algorithm split two data clusters included 450 good beans and 330 bad beans,
using 106 epochs and 7 = 0.1 to train data and find the plane separating two data
clusters. The output data will be assigned good bean or bad bean by using the sign
function

label = sign(w”’ ) (18)

where
1 ifwlz>0

19
—1 ifwfz<0 (19)

sign(w’x) = {

From the acquired weight vector after the training, a plane is found shown in Fig. 8
separated two data clusters into two areas. The accuracy is achieved shown in table 1
with 97.49% and 98.17% for good beans and bad beans.

Table 1. Training data and accuracy at color criterion

Types of bean  Training data  Misclassified data  Training accuracy

Good beans 450 11 97.49%
Bad beans 330 6 98.18%

32



Journal of Science and Technique - Le Quy Don Technical University - No. 213 (12-2020)

3. Result

As mentioned above, our algorithm categorizes the dataset into two main groups: bad
beans and good beans that are conducted by C language on Asus computer X450LDV
(core 13, 1.90GHz). Through the camera, 198 image samples are captured and split
according to particular criteria, which consist of 513 good beans and 651 bad beans. A
bean will be treated as a bad bean if it exists any defect about color or shape, meanwhile,
a good bean must satisfy that don’t have any defect on both criteria.

Table 2. The confusion matrix of the proposed algorithm

Predict
Good beans  Bad beans
S Good beans 477 36
g Bad beans 33 618

Aiming to assess the effectiveness of the proposed algorithm, a confusion matrix is
used that shows in the table 2 with two main groups, include actual values and predicted
values. The outcome shows 36 out of 513 good beans are misidentified, and this number
is also low in the bad group with only 33 are misclassified. Utilizing the confusion
matrix, two major metrics: accuracy and Fl-score are also calculated to measure the
effectiveness of the algorithm. The accuracy metric is used to determine how many
coffee beans are distinguished true while the Fl-score is a balancing metric used for
considering the capacity to sort both bad beans and good beans with a trade-off. These
formulas are represented as follows

TP+TN
Accuracy = ﬁ (20)
Floscore — (precisz'on_; + recall™! -1 o)

where TP stands for true-positive that good beans are predicted as good beans, and TN
stands for true-negative that bad beans are predicted as bad beans. Two other metrics
are precision and recall are given by

TP
precision = TP+ FP (22)
TP
ll = —/——F— 23
T T TP Y FN 23)

with TP already mentioned above, FP stands for false-positive that good beans are
predicted as bad beans, and FN stands for false-negative that bad beans are predicted
as good beans. Although precision and recall can be utilized to evaluate the algorithm,
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however, to achieve the number of true classification is highest while still retaining the
highest accuracy, Fl-score is an appropriate metric for measurement in our algorithm.
Table 3 shows the consequences of metrics, with a high accuracy metric of 94.07%,
our algorithm is robust in distinguishing exactly bad beans and good beans. Apart from
high at accuracy metrics, our approach also ensures the balance of both precision and
recall at a high proportion of 93.25%.

Table 3. Measured metric in algorithm

Metric Percent (%)

Accuracy  94.07
Precision  92.98
Recall 93.53
Fl-score  92.25

A good algorithm should ensure to be able to detect multiple defects to achieve
high overall accuracy. From accomplished results, our algorithm can achieve a good
overall performance that early algorithms did not include. Table 4 shows the compar-
ison between algorithms together. In the table, four methods that consist of Arboleda
algorithm [10], Oliveira algorithm [7], Pinto algorithm [8], and our proposed algorithm
are compared with the ability at classifying coffee relies on both shape criterion and
color criterion of product. Through the table, methods of Arboleda and Oliveira is
capacity at detecting defect beans based on the bean color, however, it’s not enough
to get high at Fl-score metric and accuracy metric when it only focuses on sorting
for product color, and not noticing that shape is also one of the important criteria to
evaluate the product quality. A similar one also appears in the Pinto method, although
this algorithm noticed to shape criterion, it only obtains a low proportion in identifying
defect beans by shape. In real applications, eliminating entire bad beans is a tough one
but it’s necessary, our algorithm tackles the problems that previous methods did not
resolve, and accomplish high performance at all.

Table 4. Criteria about shape and color in algorithms

Algorithm Shape criterion Color criterion
Arboleda algorithm  No Yes
Oliveira algorithm  No Yes
Pinto algorithm Yes (low accuracy at 67.5%) Yes
Our algorithm Yes Yes

Apart from reaching high performance, the proposed approach also achieved results
exceeding our expectations in the processing speed of the algorithm. With each image
acquired from the camera as shown in Fig. 9a, our algorithm take about 0.03s to process
per frame, and this speed can respond to real-time systems well. This is a strength in
our algorithm to achieve a coffee machine in reality. The position of bad beans is given
to use for the next stages is shown in Fig. 9.
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(a) ()

Fig. 9. The result of algorithm. (a) Image is acquired from camera (b) the position of bad coffee is
given with red center

4. Conclusion

In this study, we conducted to classify coffee beans into two groups consisted of bad
beans and good beans, bad beans are detected bases on standards about color and shape.
A pre-processing is performed that aims to extract the necessary information utilized for
evaluating the shape and color of the product. The shape criterion is evaluated relied on
geometric properties while color criterion is evaluated based on a combination between
CIE color space and machine learning algorithms. The accuracy of over 94% and the
Fl-score over 93% demonstrated the strength of the proposal. The proposed method
can detect the majority of defects of coffee beans to identify the quality of beans (bad
or good). Our method also responds to real-time systems when the speed up to about
0.03 frames per second.
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MOT THUAT TOAN THOI GIAN THUC HIEU QUA SU
DUNG HINH DANG VA KHONG GIAN MAU CIELAB
CHO PHAN LOAI HAT CA PHE

Tém tit

Phan loai ca phé la mdt giai doan de dat nang cao chit lugng va ning cao gia thanh cho
san pham Cong doan nay trong thuc té thuong dugc thyc hién thong qua cach phan loai tha
cong bang tay Dleu nay dan dén su kéo dai vé thoi glan trong cong doan khi xu ly, trong
khi hIdng ca phe modi 1an can phan loai thudng 16n. Ngoai ra, trong qud trinh phén loai bing
tay nay, mot so loai hat ca phé khiém khuyét c6 thé bi bo x6t khi phai phan loai ludng 16n
hat bang mat thudng. Vi vay, mot thuét todn higu qua stt dung nhiing tiéu chi cu thé nhim
danh gia chit lugng dé phan loai hat 1a mot diéu can thiét. Tir nhu’ng nhu cau cép thiét nay,
chiing t6i dé xuat mot phudng phap su dung hé thong Thi gidc may tinh d& phan loai hat
dya trén cdc ti€u chi vé hinh dang va mau sac cua san pham Nhiing tinh chit hinh hoc va
mot biéu dd tuyén tinh dudc si dung trong phuong phap cia chiing t6i de phan tich nhung
dac trung cua hat ca phé. Cdc hat nay s€ dugc chia 1am 2 nhom chinh gdm ca phé tbt va ca
phé x4u dua trén céc tiéu chi vé mau sdc va hinh dang cu thé. Phu’dng phap cta chung toi c6
phat hién phan 16n céc loai hat x4u va dat mot ti 1é cao & ca thong s6 accuracy va Fl-score
v6i mot toe do cao trong phan loai.
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