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Abstract: 

Recently, hand gesture recognition has been becomce a attractive field in computer vision. Which 

consists some main step such as: hand detection, hand segmentation, spotting gesture, feature 

extraction and classification. There are many state-of-the-art methods has been proposed while have 

almost ultilized RGB images. Moreover, almost recent method employed RGB images for these 

consequence states dynamic hand gesture recognition. Such modality still has to face with many 

challenges due to the light condition, motion blur, complex background, low resolution and so on. In 

this paper, we propose a new framework for deeply evaluate efficient of Depth information for 

dynamic hand gesture recogniton. In addition, the suitable frames number of depth images in a 

gestures are evaluated to obtain very competitive accuracy.  
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Tóm tắt: 

Gần đây, nhận dạng cử chỉ động của bàn tay trở thành một chủ đề hấp dẫn trong xử lý ảnh. Bài 

toán nhận dạng cử chỉ động của bàn tay bao gồm các bước chính như: phát hiện tay, trích trọn vùng 

bàn tay trong ảnh, phân đoạn chuỗi cử chỉ tay, trích trọn đặc trưng của chuỗi cử chỉ động và nhận 

dạng. Đã có nhiều giái pháp đề xuất cho bài toán nhận dạng cử chỉ tay trong đó hầu hết là sử dụng 

ảnh màu. Tuy nhiên, hầu hết chúng vẫn phải đối mặt với các thách thức như điều kiện chiếu sáng, 

nhòe, phông nền phức tạp, độ phân giải thấp,… Trong bài báo này, chúng tôi đề xuất một giải pháp 

phân tích sự hiệu quả của thông tin ảnh độ sâu trong bài toán nhận dạng cử chỉ động của bàn tay. 

Ngoài ra, chúng tôi còn đánh giá số lượng các khung hình phù hợp cho mỗi cử chỉ động để đạt hiệu 

quả tốt nhất.  

Từ khóa:  

Nhận dạng cử chỉ động, bản đồ chuyển động của độ sâu, tương tác người - máy. 

1. INTRODUCTION  

In recent years, hand gesture recognition 

has become a great attention of 

researchers thanks to its potential 

applications such as sign language 

translation, human computer interactions 

[3][4][5][6] robotics, virtual reality [4] 

[5], autonomous vehicles [3]. In many  

last proposed methods, community 

researchers are concentrated on RGB 
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images. Which are sensitive with light 

condition as well as motion blur.  Such 

methods have been proposed for hand 

gesture recognition such as [2] [4] [5] 

[15]. In [2], authors firstly used RGB 

images on both entire background and 

segmented hand and. The KDES 

descriptor and SVM classifier is then used 

to recognize hand gestures. Authors in [5] 

proposed a dynamic hand gesture method 

with KLT and ISOMAP combination for 

RGB gesture representation. Authors in 

[15] deploy convolutional neuron network 

(CNN) on RGB sequence to recognize 

dynamic hand gestures. Recently, Kinect 

sensor of Microsoft company [10] has 

bring a new approach for researchers in 

computer vision which provided both 

RGB and Depth  information at the same 

time. The depth maps could provide shape 

and motion information in order to 

distinguish human getures/actions. This 

depth information has been motivated for 

recent researches work to explore gesture 

recognition based on depth maps such  

as [6] [8] [11] [16]. Hand posture 

recognition method is proposed by using  

a Bag-of-3D-Points [16] for sampling  

3D points from depth maps. An action 

graph was then employed to model the 

sampled 3D points to perform action 

recognition. However, this research 

require an expensive computations 

because the sampled 3D points of each 

frame generated a considerable for entire 

data. [8] ultilized DMM and HOG 

descriptor for action representation. 

Moreover, this method requires a 

threshold to calculate depth map. In [2], 

KDES despriptor is quite efficient for 

hand posture recognition on RGB images 

which has motivated for our research. We 

must be try an aproach with non-threshold 

to create DMM images and KDES 

method for dynamic hand gesture 

representation. 

Figure 1. Proposed framework for dynamic hand gesture recognition 

The remaining of this paper is organized 

as follows: Section 2 describes our 

proposed approach. The experiments and 

results are analyzed in Section 3. Section 

4 concludes this paper and recommends 

some future works. 

2. PROPOSED METHOD  

In this section, The main flow-work for 

dynamic hand gesture recognition from 

RGB-Depth images consists of a series of 

the cascaded steps as shown in Fig. 1 

following. By using a fixed the Kinect 
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sensor, a RGB image and a Depth image 

are concurrently wrapped at the same 

time. Then, hand gestures are processed, 

extracted and recognitized. The steps are 

presented in detail at the next sections. 

2.1. Accquision and Pre-processing 

data 

Depth (ID) and RGB (IRGB) images from 

the Kinect sensor are not measured from 

the same coordinates. In our previous 

research, this problem was considered and 

resolved as presented in [1]. That we 

utilized calibration method of Microsoft 

to repair the depth images and RGB 

images. The result showed in Fig. 2a and 

Fig. 2b is original Depth and RGB image, 

Fig.2c is calibration depth image. Because 

Kinect sensor and background are 

immobile in scense. Moreover, subjects 

stand at the fixed position when 

implement dynamic hand gestures. 

Calibrated depth is used for the 

background subtraction because the depth 

data is less sensitive with illumination. 

Among numerous techniques of the 

background subtractions, we adopt 

Gaussian Mixture Model (GMM) [7]  as 

presented detail in our other work  

[2].  Firstly, noise and background model 

with parameters (𝝁𝒑, 𝜼𝒑, 𝝈𝒑) are 

calculated from n depth frame through 

each pixel p on temporal dimension of 

𝒔𝒑 = [𝑰𝑫𝟏, 𝑰𝑫𝟐, … , 𝑰𝑫𝒏]. Then, each depth 

image (𝑰𝑫) is given from the Kinect 

sensor is recalculated by quotion (1) 

following: 

𝑯 = {
𝝁𝒑 (𝜼𝒑 𝒊𝒔 𝒏𝒐𝒊𝒔𝒆) 𝒂𝒏𝒅 (𝒊𝒏𝒗𝒂𝒍𝒊𝒅 𝒑𝒊𝒙𝒆𝒍) 

𝑰𝑫 𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
   (1) 

The result showed in Fig. 3a is calibrated 

depth image, Fig.3b is result of human 

depth image (H). 

Given depth human continuous sequence, 

we then implemented manual spotting in 

order to divide continuous frames into 

meaning gestures and manual label it. 

Depth human gesture consists different 

number of postures as shown in Fig. 4. 

There three dynamic hand gestures are 

implementd by the same subject in three 

times but phase of gestures are not the 

same. This problem is quite challenge for 

synchrolization of dynamic hand gestures 

before gesture recognization. 

 

Figure 2. Combination of RGB and Depth images for human detection 
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Figure 3. Manual spotting for hand gestures 

 

Figure 4. Different number of  postures in dynamic hand gestures  

 

Figure 5. Three projected view using depth motion map for each dynamic hand gesture 

Fig. 2b is original Depth and RGB image, 

Fig. 2c is calibration depth image. 

Because Kinect sensor and background 

are immobile in scense. Moreover, 

subjects stand at the fixed position when 

implement dynamic hand gestures. 

Calibrated depth is used for the 

background subtraction because the depth 

data is less sensitive with illumination. 

Among numerous techniques of the 
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background subtractions, we adopt 

Gaussian Mixture Model (GMM) [7]  as 

presented detail in our other work [2].  

Firstly, noise and background model with 

parameters (𝝁𝒑, 𝜼𝒑, 𝝈𝒑) are calculated 

from n depth frame through each pixel p 

on temporal dimension of 𝒔𝒑 =

[𝑰𝑫𝟏, 𝑰𝑫𝟐, … , 𝑰𝑫𝒏]. Then, each depth 

image (𝑰𝑫) is given from the Kinect 

sensor is recalculated by quotion (1) 

following: 

𝑯 = {
𝝁𝒑 (𝜼𝒑 𝒊𝒔 𝒏𝒐𝒊𝒔𝒆) 𝒂𝒏𝒅 (𝒊𝒏𝒗𝒂𝒍𝒊𝒅 𝒑𝒊𝒙𝒆𝒍) 

𝑰𝑫 𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
   (1) 

The result showed in Fig. 3a is calibrated 

depth image, Fig.3b  is result of human 

depth image (H). 

Given depth human continuous sequence, 

we then implemented manual spotting in 

order to divide continuous frames into 

meaning gestures and manual label it. 

Depth human gesture consists different 

number of postures as shown in Fig. 4. 

There three dynamic hand gestures are 

implementd by the same subject in three 

times but phase of gestures are not the 

same. This problem is quite challenge for 

synchrolization of dynamic hand gestures 

before gesture recognization. 

2.2. Depth motion map representation 

First, N humand depth images of dynamic 

hand gesture 𝑮𝒌 ([𝑯𝑮𝒌
𝟏 , 𝑯𝑮𝒌

𝟐 , … . 𝑯𝑮𝒌
𝑵 ]) are 

projected into three orthogonal Cartesian 

planes: top, side and bottom views as 

presented in [8]. The dynamic hand 

gesture composes a volumn that contains 

images following time series. Therefore, 

3D depth frame generates three 2D maps 

according to front, side, and top views 

(𝑫𝒇
𝒊 , 𝑫𝒔

𝒊 , 𝑫𝒕
𝒊) . In this work, the motion 

energies are calculated without a 

threshold as in [8] to have projected map 

between two consecutetive maps. The 

binary map of motion energy indicates 

motion regions or where movement 

happens in each temporal interval. It 

provides a strong information of the 

gestures. Then, we stack the motion 

energy through entire image sequences to 

generate the depth motion map 𝑫𝑴𝑴𝒈 

for each projection view of  dynamic hand 

gesture as equation (2), (3) and (4) 

following: 

𝑫𝑴𝑴𝒇 =  ∑ |𝑫𝒇
𝒊+𝟏 − 𝑫𝒇

𝒊 |𝑵−𝟏
𝒊=𝟏                 (2) 

𝑫𝑴𝑴𝒔 =  ∑ |𝑫𝒔
𝒊+𝟏 − 𝑫𝒔

𝒊 |𝑵−𝟏
𝒊=𝟏                 (3) 

𝑫𝑴𝑴𝒕 =  ∑ |𝑫𝒕
𝒊+𝟏 − 𝑫𝒕

𝒊|𝑵−𝟏
𝒊=𝟏                  (4) 

N is number of frames in a dynamic hand 

gesture. 𝑫𝑴𝑴𝒈 = (𝑫𝑴𝑴𝒇; 𝑫𝑴𝑴𝒔; 𝑫𝑴𝑴𝒕) 

contains binary maps of motion energy. 

Which present appearance/shape motion 

of hand gesture in temporal. which 

characterize the accumulated motion 

distribution and intensity of this action. 

The 𝑫𝑴𝑴𝒈 representation encodes the 

4D information of body shape and motion 

in three projected planes, meanwhile  

significantly reduces considerable data of 

depth sequences to just three 2D maps. 

Figure 5 illustrate 𝑫𝑴𝑴 images in three 

views of dynamic hand gesture. Fig. 5a 

shows human depth images in dynamic 

hand gesture and Fig. 5b,c,d is bottom, 

frontal and side DMM images of dynamic 

hand gesture, respectively. 
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2.3. Feature extraction and 

classification 

Given three 𝑫𝑴𝑴𝒈 of dynamic hand 

gesture, difference from [8], authors 

concatenate three feature vectors that are 

extracted by HOG method. In this paper, 

we ultilize KDES descriptor as presented 

in [2] for feature extraction in frontial, 

side and top projected views. 𝑫𝑴𝑴𝒈 

images of depth motion map of hand 

gesture is presented by kernels [2] which 

follows consequence steps: pixel feature 

extraction, patch feature extraction and 

DMM image feature extraction. In 

addition, in this paper, we use adaptive 

patch size and pyramid structure in [2] to 

extract feature vectors. Each gesture 

composes of three features 𝑭𝒇, 𝑭𝒕 and 𝑭𝒔 

with each feature vector size is [1x4096]. 

Next, we implement the strategy to 

concatenate above feature vectors in order 

to create the feature vector representations 

for a hand gestures F (size of F is 

[1x(4096x3)]) as quotion (5) following: 

𝑭 = [𝑭𝒇, 𝑭𝒕, 𝑭𝒔]                                     (5) 

Finally, we use Multi-class SVM 

classiffer [9] with the input is feature 

vector of dynamic hand gesture and 

output is label of gesture. The accuracy 

rate is the ratio between the numbers of 

true positives rate per total number of 

hand gestures used in testing. 

3. EXPRIMENTIAL RESULTS  

We evaluate performance of the hand 

gesture recognition on two datasets: 

MSRGesture3D [14] and the sub-dataset 

MICA [15]. This datataset is captured by 

five Kinect sensors that are fixed on a 

tripod at the height of 1.8m. Kinect 

sensors are collected in a lab-based 

environment of the MICA institution  

with indoor lighting condition, office 

background. The Kinect sensor captures 

data at 30 fps with depth, color images. 

Six users are invited to implement 3 to 5 

times for five dynamic hand gestures. 

Five dynamic hand gestures are presented 

detail in our previous researche [5][15]. In 

entire evaluation, we follow Leave-p-out-

cross-validation method, with p equals 1. 

It means that gestures of one subject are 

utilized for testing and the remaining 

subjects are utilized for training. In this 

paper, three evaluations are conducted: 

(1) The performance of the proposed 

method when the number of frame is 

changed, (2) The accuracy rate of the 

hand gesture recognition system and (3) 

The performance of other datasets.  

3.1. Influence of resolution with  hand 

gesture recognition rate 

In this evaluation, we test the accuracy 

rate with various values of the number 

frames of dynamic hand gestures. This 

number of frame is changed from 15 to 55 

frames for each gesture. The accuracy 

rates are illustrated in Fig.5, that show 

results on MICA dataset [15] with  Kinect 

sensor 3. As shown, if this value is small, 

hand gesture recognition result is 

degraded. Performance are saturated 

when the number of frame is equal to 30 

frames per one dynamic gesture. In next 

evaluations, this number of frames should 

be ultilized for other exprimentials. 
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Figure 5. Evaluation with the different number  

of frames 

3.2. Comparison of different methods 

 

Figure 6. Evaluation with the different methods 

Figure 6 shows the results of different 

schemes as described in other research 

[16]. As could be seen from the Fig. 8 that 

the combination between DMM and 

KDES method overall obtains the 

accuracy rate at 87.09±𝟒. 𝟏%, is higher 

than 81.34±𝟒. 𝟒% with DMM and HOG 

descriptors. Averagely, the propose 

method gives the best results on all 

subjects with highest value at 91% for 

subject 1 and 6. The smallest accuracy 

belongs to subject 3 with 79%. 

3.3. Comparison of different datasets 

Table 1 presents the efficient of different 

hand gesture representation methods on 

different datasets. As could be seen from 

the Tab. 1 that the propose method 

obtains the best hand gesture recognition 

accuracy with the highest value at 92.89% 

on MSRGesture3D dataset. While method 

[8] brings only  89.17%. The same trength 

with MICA dataset, the better result 

belong to combination between DMM 

and KDES method with 78.09% that is far 

higher than 81.34% for DMM and HOG 

method[8]. 

Table 1. Evaluate accuracy on different datasets 

 MICA[15] MSRGesture3D[14] 

DMM-HOG[8] 81.34% 89.17% 

DMM-KDES 87.09% 92.89% 

3.4. Depth data for dynamic hand 

gesture recognition on multiviews 

Table 2 show the hand gesture recognition 

results on five Kinect sensor [15] (K1, 

K2,…K5) of MICA sub-dataset. This 

dataset contains dynamic hand gestures 

are captured by six subjects (S1,…S6). A 

glance at the Tab.2 reveals the difference 

values from five Kinect sensors with 

higest result belong to K3 and K5 at  

87% and 88%, respectively. While the 

similarities are K1,K2 and K4 from 76% 

to 78%, respectively. As could be seen 

from the Tab. 2 that the propose method 

brings the best hand gesture recognition 

accuracy with the highest value at 100% 

for subject 1 on K5 and subject 5 on K1. 

In addition. Almost subjects on K5 give 

the high accuracy from the 93% to 96%. 

Avr results are mean values of six 

subjects on each Kinect sensor. These 

results show that best recognition result 

belong to Kinect sensor K5 while lowest 
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evaluations are K2 and K4.  

Table 2. Evaluate accuracy on multi-views 

 K1 K2 K3 K4 K5 

S1 71.42 80.95 90.71 80.95 100 

S2 70.12 62.5 87.75 84.37 96.87 

S3 65.93 66.66 80.64 77.77 51.61 

S4 94.11 86.36 88.34 64.54 95.45 

S5 100 95.83 88.71 75.04 95.83 

S6 74.59 76.41 86.23 73.32 93.05 

Avr 79.36 78.12 87.06 76.00 88.00 

4. DISCUSSION AND CONCLUSION 

In this paper, an approach for human  

hand gesture recognition using depth 

imformation. Then we have deeply 

investigated the results of with suitable 

temporal resolution for the best dynamic 

hand gesture recognition using DMM-

KDES method. Experiments were 

conducted on two datasets: self-designed 

dataset and published dataset. The 

evaluations lead to some following 

conclusions: i) Concerning depth 

imformation issue, the proposed method 

has obtained highest performance with 

both self-designed dataset and published 

dataset [14]. It is simple approach and 

avoid illumination with light condition. 

So one of recommendation is to 

combinate between depth and RGB data 

to obtain the higher accuracy of dynamic 

hand gesture recognition; ii) The 

extraction method of action region from 

DMM views has impact on performance 

of recognition method. Using KDES 

descriptor gives higher recognition 

accuracy. 
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