TAP CHi KHOA HOC VA CONG NGHE NANG LUQONG - TRUONG DAI HOC PIEN LUC
(ISSN: 1859 - 4557)

NON-DETERMINISTIC FINITE AUTOMATA FOR THE NON-CONTACT MEDICAL
EXAMINATION SYSTEM ACCORDING TO CLINICAL SYMPTOMS

UNG DUNG OTOMAT HUU HAN CHO HE THONG Y TE KHAM BENH KHONG TIEP XUC
DUA TREN TRIEU CHUNG LAM SANG

Nguyen Huy Cong?, Vu Xuan Manh'*, Nguyen Hai Binh?*, Nguyen Thi Thuy?, Nguyen Huy
Khan?, Tran Van Hiep?, Vu Minh Thoai?, Le Hong Minh!, Doan Hong Quang?, Vu Ban'
ICenter for Technological Progress, Ministry of Science and Technology

’Institute of Materials Science, Vietnam Academy of Science and Technology
3Electric Power University

Ngay nhan bai: 30/3/2023 Ngay chap nhan dang: 30/5/2023, Phan bién: TS Chir Blc Hoang

Abstract:

An engine was developed based on the mathematical model of Non-Deterministic Finite Automata
(NFA) to classify non-contact medical examinations according to patients' clinical symptoms. The
input data used to build the engine consists of a collection of patients' clinical symptoms, hospital
examination streams, and a set of rules for classifying medical examinations based on clinical
symptoms. The engine was trained using a dataset collected from the medical records of patients
with different clinical symptoms from a central hospital, a district general hospital, and a provincial
medical center, totaling approximately 50,000 registrations. This engine has been integrated into the
"Contactless Patient Streaming and Examination Registration System" to streamline medical
examinations during the Covid-19 pandemic in central and local hospitals. The system enables
patients to register, queue online, and be automatically streamed based on the clinical symptoms
declared by the patients. The mathematical model used to build the engine was studied, tested,
analyzed, evaluated, and compared with other mathematical models. Comprehensive analysis results
demonstrate that NFA is the most suitable model for engine development. After integrating the
engine into the system, it was tested on a dataset that randomly selected values 100 times from the
set of symptoms in the patient medical record database. The result yielded an accuracy of
approximately 80.5%.
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Tom tat:

Mot engine dugc xdy dung dua trén mo hinh todn hoc clia otomat hitu han khong don dinh (NFA)
dé& phéan ludng kham bénh khong tiép xuc theo triéu ching 1dam sang (sau day goi la “triéu chiing”).
Trong dé, dif liéu dau vao dé€ xay dung engine la tap hdp cac triéu chlrng 1dm sang cta ngudi bénh;
tap hop céc ludng khdm bénh clia bénh vién va bd quy tdc phan ludng kham bénh theo triéu chirng
I&m sang. Engine dugc hudn luyén bang bd dif liéu thu thdp dugc tir hd so déng ky kham bénh cua
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bénh nhan véi cac triéu chirng lam sang khac nhau tir mot bénh vién tuyén trung ucong, mot bénh
vién da khoa cép tinh va mdt trung tdm y t& cap huyén vdi tdng s luGt dang ky kham x&p xi 50.000
lugt. Engine nay da dugc tich hgp vao “Hé thdng dang ky kham va phan luéng bénh nhan khéng
ti€p xuc” dé€ phan ludng kham bénh trong mua dich Covid-19 tai mdt s& bénh vién tuyén trung uong
va dia phuong. Hé thdng nay cho phép bénh nhan dang ky, xép hang truc tuyén (online) va dugc tu
doéng phan luong kham thong qua cac triéu chirng Id&m sang ma bénh nhan khai bao. M6 hinh toan
hoc dé& xay dung engine ciing dudc nghién cliu, thir nghiém, phéan tich va danh gia véi mot s6 cac
mo hinh toan hoc khac. Két qua phan tich toan dién cho thdy NFA la m6 hinh hgp ly nhat cho viéc
phéat trién engine. Hé thong sau khi tich hdp véi engine dugc thir nghiém véi bd dit liéu 1dy ngau
nhién 100 [an t&r tap hgp cac triéu chiing trong kho ho so bénh nhan. Két qua cho ra trung khdp

80,5%.

T khoa:

Hoc may, hudn luyén may, phan ludng bénh nhan, NFA, triéu chiing Iam sang.

1. INTRODUCTION

The bottle-neck effect occurring while
there is a long line of queueing patients
waiting to register for hospital admission
has been one of toughest challenges to
recipient departments on the daily
operations especially in the hospitals in
central and district level [1]. Lining in a
long queue is stressful, time wasting and
exhausting for both patients and their
family members [2]. Moreover, Vietham
with tropical climate is the perfect
environment for seasonal diseases which
are easy to spread through the air or direct
contact; thus, gathering a large number of
people in a small space could lead to
cross-contamination.  As  we  have
witnessed, during the pandemic COVID-
19, the cross-contamination incidents
happened in Bach Mai Hospital, K Tan
Trieu Hospital, Da Nang Hospital and
some other Hospital have created the
greatest consequences for Vietnam
nationality in general and put a deep scar
on the Vietnam Healthcare System in

particular [3]. On the other hand, the
costly in human resources department and
hospital facilities to receive patients puts
financial ~ pressure  on  lower-level
hospitals. The overload that puts pressure
on the reception department and also
causes many inadequacies for them,
which making the quality of patient
services not high. According to the
research team's survey, the overload and
local congestion occurred at the place of
receiving and classifying patients. Several
scientific methods to predict and classify
patients have been studied and published.
In Hospital Admission, Neural Network
has been applied in predicting triage of
patients for the Emergency Department
(ED) [4-6]. Multiple predict models
created by authors using the data from the
National Ambulatory Medical Care
Survey (NHAMCS) from 2012-2013
emphasized on patient outcomes: being
admission, transfer versus discharge
home. Receiver operating curves (AUC)
have been calculated to examine the
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accuracy of construct logistic regression
(LR) and multiple layer neural network
model (MLNN). The value of AUC is
0.824 (95% CI 0.818-0.830) for LR and is
0.823(95% CI 0.817-0.829) [4]. The
back-propagation algorithm and algorithm
optimization with computer-based model
used to make accurate prediction based on
the effect of atmospheric changes
included pollutants. The result showed
that on 7 days before the ED visit, the
model was able to predict the test set with
average errors of 12% [5]. LR, Deep
neural network (DNN) applied in
prediction models in medical seek, a total
of 560,480 patient visits were recorded by
authors. The value of AUC is 0.87 for LR
(95% CI 0.86-0.87) and DNN is 0.87
(95% C1 0.87-0.88) [6].

Patient classification is considered as
complex and requires flexibility [10, 11]
because there is diversity in patient’s
health problems. Patients required to fill a
survey or set of questionnaires is the
approach that authors implemented to
examine the accuracy of the designed
models [7, 12].

By applying the advance of Neural
Networks, some acute diseases could be
detected such as lymphoblastic leukemia,
hypertension, neurologic events from an
early stage which is contributing in
expanding the lifespan of patients [10-13].
Several health indexes, images could be
analyzed to prevent diseases from
occurring and give doctors better
understanding about a patient's problem
[14-16].

Privacy—preserving Medical Treatment
System (P-Med) was designed using
Nondeterministic Finite Automata (NFA)
for remote medical environments with
expert knowledge about treatment
methods referred to different states in
NFA [17].

In the scope of this research, an online
medical  registration  system  was
integrated with an automatic patient
classification engine based on the patient's
symptoms. The engine was developed
based on our collected data including
patient medical records, expert knowledge
and machine learning techniques. The
system is designed with the main purpose
of supporting the medical staffs and the
patients at district and provincial level
hospitals (where expert knowledge is
limited) in the process of medical
examination registration and patient
classification.

2. THEORETICAL BASIC AND DESIGN
PRINCIPLE

The scientific element of the problem is
an engine that automatically classifies
patients according to the patient's clinical
symptoms. This engine requires to be
designed to accommodate the ability to
acquire  expert knowledge through
machine learning from medical records or
independent experts (data structure issues)
and the output patient classification
results in the fastest and most accurate
way (algorithm problem). In this study,
three mathematical models (Binary
Search, Hashing Table and Non
deterministic finite automata) on data
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structures and algorithms are studied,
tested, analyzed and evaluated to choose
the most compatible model for the data
structure which is the goal of the given
problem. The data structure should be
designed to store the patient's set of
clinical symptoms, the set of hospital
examination streams (specialist clinic),
and the set of Classification Rule that map
a set of clinical symptoms to one or
multiple examination streams.

The first two mathematical models
studied and designed, Binary Search and
Hashing Table, are described below:

Binary Search is one of the most notable
search algorithm that finds the target
value in the sorted array [18]. Binary
Search has other names as logarithmic
search, half interval search [19]. Binary
Search stores all the data into one array
and compares the target value to the
middle value of the array. The algorithm
divides into two equal parts and checks
the part that target value belongs to and
then eliminates the part that does not
contain the target value; with the selected
part algorithm continuing to perform
taking the middle value of part and
comparing it to the target value until the
position of the target value in the array is
found. But the drawback of this method is
that there is a probability that the target
value is not in the array.

A hashing table is a data structure that
stores data in a connective manner. Inside
a hash table, data is stored in an array and
each data value has its own identical
index value [20]. Hash technique or
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Hashing is a technique to create an index
which indicates the location that element
IS going to be inserted or is to be
originated from [21]. Hashing could be
defined as a technique or process that uses
the hash function to map the keys and
values into a Hashing table.

Each symptom denoted by one unique
Boolean value (yes or no) is the strict rule
to apply Hashing table and Binary Search
models. Classification rule is mapping
one collection of symptoms to one
patient’s stream (hospital departments).
Based on one collection of symptoms
(patient’s data collected from symptom
declaration), Hashing table or Binary
Search models map that to the suitable
hospital departments. According to those
rules, each symptom denoted by positive
integer and is the power of 2. The main
idea of this rule is to assure that the sum of
collections of the same symptoms is
unique and not repeatable. Example for
this algorithm is demonstrated in Figure 1.

The next model studied and designed was
called Non deterministic finite automata
(NFA). In automata principles, a finite-
state machine is known as deterministic
finite automata (DFA); it states that all
transitions are unique and defined by its
own source states, input symbols; the step
of reading input symbols is mandatory for
each state of transitions. On the other
hand, an NFA or nondeterministic finite-
state machine does not need to comply
with these restrictions. In particular,
NFA can be translated to DFA but every
NFA is Non DFA. The NFA was first
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announced by Micheal et. al. in 1959 [22].
NFAs are used in the implementation of
regular expressions and easy to construct
compared to DFA.

There are 5 tuples in NFA (M = (Q, X, 9,
qo, F)) where as,

ositive integer
g1
stream

Positi
speci

examination

Q: Finite set of states

¥: Finite set of the input symbols
qO: Initial state

F: Final state

0: Transition function: Q X X -> 2°

1 ‘0 ‘o ‘0 ‘0 ‘0 ‘0 ‘1
2 o o o Jo Jo |1 o
4 o o o Jo L |0 o
7 ‘0 ‘0 ‘0 ‘0 ‘1 ‘ 1 ‘ 1 K Total 3 symptoms

Figure 1. Example for 3 clinical symptoms with positive integers corresponding is 1, 2 and 4

Note:

- Yes symptoms - 1

- No symptoms - 0

An NFA can be represented by digraphs
called state diagrams. While creating
NFA graphically the following factors are
considered:

= The state is represented by vertices;

= The transitions are represented by arc
and labeled on top the input character;

= The initial state is tagged with an
arrow symbol;

= The final state is represented by the
double circle.

Figure 2 is an example of an NFA
represented as a state graph.

Figure 2. A Non-Deterministic Finite Automata
has 4 states and a set of input values of {0,1}

In the diagram of Figure 2, the input state
set includes symbols 0 and 1. From state
g0 can lead to states g2 and g1 so this is a
non-deterministic Automat.

In this study, an NFA model is designed
with the clinical symptoms denoted by the
finite set of the input symbols (), the
hospital departments or clinics is the final
state and Classification Rule is the
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transition  function of NFA (9).
Considering one collection of symptoms,
it could lead to more than one disease
which means the value of hospital
departments or  clinics is  non-
deterministic. This situation is
challenging while applying the Hashing
table and Binary Search Model but it is
completely handled by using NFA Model.
The clinical symptoms of the NFA Model
are more flexible compared to the
Hashing table and Binary Search Model,
it could accept arbitrary values of
symptoms. When one Automata receives
one collection of clinical symptoms and
finishes in one or several states of finish,
patients  will be  classified to
corresponding departments/ clinics related
to that final state. Automata are designed
based on moving states which allow the

(ISSN: 1859 - 4557)

system more flexibility and compatibility.
In the NFA Model, the initial state is the
collection of states and the final state is
the hospital departments/clinics. The
collection states have a connection with
each other and represented by one arc,
label of arc is one symptom. The
Transaction function is the Classification
Rule based on clinical symptoms. Here,
clinical symptoms and examination
streams are specified as a positive integer.
The state transition function is designed in
the form of a graph.

3. EXPERIMENTAL
3.1. System model design

For automatic threading using the
proposed Engine, a medical examination
registration system is designed as

Figure 3.

@‘m QUEUE NUMBER
2007 02 « | =T

BOO1 09

CLINICS

8
00

G QUEUE NUMBER

8001 09 —)
2007 02 -\
8001 09 ‘1"‘ -+
RECIPIENT m:purnw\'r (v)
. o Eh 4
1 AUTHENTICATING
A cough 2 CALLINGBY QUEUE  pRINTING MEDICAL TESTS PRESCRIPTION
Headache
Stomachache

Streaming

Server and Database

Figure 3. Diagram of non contact register and classify medical examination design

The diagram of system model design in into
Figure 1 marked 1 to 3 in order for the

procedures and separated the entire

system
blocks:

three unique functional
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= Registering medical examination for
patients Block;

= Identifying, classifying medical
examination to make hospital admission
(automatic  or
recipients) Block;

through  hospital’s

= Managing medical examination for
hospital departments/ rooms sorted Block.

Principles of operation:

First of all, patients are required to
register for medical examination by one
of the following methods: offline or
online. With an online method, patients
could easily register anytime anywhere by
using web browsers or any devices that
connected to the Internet. Offline method
is the way that patients register for
medical examinations in the kiosks placed
inside hospitals. Regardless of the method
that patients choose, the given form
requires the patient’s basic information,
symptoms. After completing the symptom
declaration, patients are going to receive
one identifier QR code or one unique ID
involved their queue number and required
medical examination. Patients could
observe  the queue number  of
corresponding departments or clinics and
reserved time to change their time
schedule to visit the hospital. Paying the
registration payment fees are mandatory
for patients before they go to the required
department to do medical examinations.
In recipient counters, the information of
patients has been stored in the hospital

database by our Automatic Classifying
Engine and this Engine collects data from
symptom declaration declared by patients
and puts it in the hospital database and
patients already assigned to corresponding
departments/clinics to complete required
medical examinations.

At last, all the information of a patient's
admission is stored in the system’s
database and sorted by the registration
time. Doctors are going to call patients
depending on their registration time
through the speakers placed outside of
medical examination rooms. Moreover,
our system allows multiple high priority
patient’s stream for special cases but it is

dependent on hospital’s regulation.

3.2. Implementation

Data structure and logic algorithm, Binary
Search, Hashing table and Automata were
installed and set up using C++ Language
in Microsoft Studio.Net platform version
2019. Data structure was built for testing
using multiple algorithms and an
application designed to analyze and
validate performance and choose the best
algorithm for building a Classification
Engine. The Classification Engine was
built based on suitable data structure and
algorithms which have been chosen by us.
Finally, we integrated the Classification
Engine into the non-contact hospital’s
admission system.

A collection data was classified by its
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attributes and diseases to training for
Automatic Classifying Engine to classify
based on clinical symptoms. In Figure 4 is

(ISSN: 1859 - 4557)

the User Interface (Ul) of Application to
training Engine by two methods: manual
and automatic.
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Figure 4. Manual registration data to training Engine

Application to training Engine allows
training Engine using the knowledge of
experts here are specialist doctors. After
training Automatic Classifying Engine,
integrate it into the automatic queuing
and classifying system to support
Hospital recipients in classifying medical
examinations and clinics. For manual
registration data to training Engine, it

starts by creating an initial state which
presents the process of patients entering
the recipient department to register and
then each symptom like fever, cough, and
hoarse voice are transition functions
leading to different states like Q2, Q3.
The final state is the hospital departments
where they are required to do medical
examinations.
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Figure 5. Integrated ACE in online medical examinations and non-contact automatic classifying:
a) Application for online registration medical examinations; b) Application for queuing
and automatic classifying

In Figure 5, the application for online
medical examinations included a Medical
register where patients are going to
register their information to the system,
this information involved the phone
number working as ID, full name, gender,
year of birth, address, health insurance
ID; Declare symptoms by tick on the
symptom boxes to declare their clinical
symptoms which are input symbol for our

ACE. After finishing the online
registration medical examination, patients
are required to register for queuing and
automatic classifying.

4. RESULTS AND DISCUSSION

A collection of data represented 64
clinical symptoms was built based on
exponential of 2 showed in the following
Table.

Table 1. A collection data represented 64 clinical symptoms

21 22 23 24

25 26 263 264

Other collections of data were created by
grouping arbitrary values from 64 data
collections in Table 1, each collection

data having minimum is 3 values and
maximum is 64 values; the sum of all
values is unique and non-repeatable. After
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grouping arbitrary values, the sum of
values in each collection of data adding
up is one positive integer and then store
that sum in one list arranged in ascending
order.

For example: A group of arbitrary values
is: 21, 22 and 24, the sum of the group is
2 + 4 + 16 = 22. The number 22 is one
value in the list which involves 63 values
arranged in ascending order. This list is
the patient streams corresponding to
clinics. Nevertheless, the number of
patient streams may be greater than
clinics because there are multiple
collections of patient streams doing
medical examinations in the same clinic.

To monitor the performance of the data
structures and algorithms, a collection of
64 patient streams are going to run
through our application to monitor the
performance of each and every data
structures and algorithms. The result
shows in Figure 3.

Figue 6 represent the relationship between
the number of accesses and the execution
time. Considering in range from 100 to
100 millions times of concurrent-access
shown in Fig 6, we have observed that the
execution time of the Binary Search
model is the fastest (approximate 7
seconds for 100 million concurrent-
access). The NFA model is the slowest
and its execution time rapidly increases
while the number of concurrent-access
increases compared to other models.

At the 100 concurrent-access mark, the
execution time of NFA model is 86 ps,
Hashing table model is 93 pus, Search
Binary model is around 20 ps. At the 100

(ISSN: 1859 - 4557)

million concurrent-access mark, the
execution time of NFA model is 68 ms
which is 10 times greater than Search
Binary model with 7 ms. In the aspect of
time, the highest value of NFA execution
time is approximately one-tenth of
seconds for 100 million concurrent-access
(equivalent to the population of Vietnam).
Nonetheless, the NFA model is more
flexible compared to other models. More
specifically, each symptom in the NFA
model is one label in one arc in the graph.
This label may present any types of
values, while in other models the label is
only received with Yes/No Boolean
values. On the other hand, the number of
input symptoms for the NFA model is
unlimited but the other model’s input
symptom based on the value of bit
presented one integer to store the
symptoms. Hence, the NFA model is the
most suitable model for building an
Automatic Classifying Engine.

80 r 2. Hashing table
70 + Slope = 431.94 °

[0}
o

1. Automata
Slope = 684.64
R2=1

)]
o

W A
[=2 =]
T

- 3 Sinary Search
apnary Seare
Rz =0.9994

0 20 40 60 80 100

Number of access x 108 (times)

Total time x10° (ns)

N
o
T

120

Figure 6. The relationship between the number
of concurrent-access mapping from the
collections of symptoms to one patient stream
and the execution time corresponded to 3
mathematical models: 1) Mappings used NFA
model; 2) Mappings used hashing table model;
3) Mappings used Binary Search model

An Automata finite non-deterministic was
built based on a collection of data
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involving 47,900 medical visits of
patients in Central Level Hospital
(31.0292 %); Province Level General
Hospital (61.3925 %); District Level
Medical Center (7.5783 %); The data
collection consists of clinical symptoms
that patients registered through online
health questionnaires, patient streams
(or examination results) in hospitals. The
data analyzation was categorized by
gender, age and diseases (patient streams)
represented in the following graphs:

18000
16000
14000
12000
10000
8000
6000
4000
2000

0 O

Female Male

Number of medical visits

Gender

Figure 7. The gender comparison based on
number of medical visits in 3 hospitals at
central, provincial and district from left to right

According to the statistics about Age
Group we analyzed above, there are some
critical points we observed: For the
central level hospital, most of the patients
are adults and for district and provincial
level hospitals, the most of patients are
children and seniors. This could be
explained by the population distribution
in Vietnam, there is a large group of
adults staying in the urban areas for work
and children and seniors staying in the

rural areas which lead to the difference in
the need of medical examination based on
Age Group between urban and rural areas.

2500

2000
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0I|||||I

1000
<1 16-25 26-35 36-45 46-55 56-65 >6
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50

o

Figure 8. Age Group Comparison based on the
number of medical visits in Central Level
Hospital
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Figure 9. Age Group Comparison based on the
number of medical visits in Provincial Level
General Hospital
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Figure 10. Age Group Comparison based on
the number of medical visits in District Level
Medical Center

38

S0 32



TAP CHi KHOA HOC VA CONG NGHE NANG LUONG - TRUONG DAI HOC PIEN LUC

(ISSN: 1859 - 4557)

& 7000
& 6000
> 5000
™ 4000
2 3000
=M | |
E ™. 1 I T B e 1 -
o o > A 0 3 e A& T T I R N R A @ &
5 oéie@‘{ié‘ﬂ&&&%ﬂa‘*}%ﬂ@ £ &‘ifi&ﬂ%ﬁﬁ S S S E T e
8 S N S S H S F S S T TR S F I E
= ﬁé\ & Q\'} Q@‘ag} f @‘ﬂqaq@&é‘.@&f & ‘f‘:? $@}${¢£ o é':zgé\& &‘i‘\& 00" & ei a@{}é\. &@@(@
= & & o @ o g N P
= 48 é\\db & & ¥ -,9’ 61:'@} q.:éb &':tpé\\& d; g $§ obpdt @‘é\ ép\ P \&\é@é\ w@"
&e{ﬁ @(p @qﬁ 6‘&‘&@ g}é@*‘ \&Qd‘i@‘@ » g ‘QP qpq?-‘
F ~e~“§d’°‘b ‘ﬁ(;& f & F &
© kd 0“'& 0@ c}\ & <t\q."
o * &

Medical examination stream

Figure 11. Collection of analyzed data based on medical visits classified in hospital departments
in Central, Provincial, District Level Hospital

In Figure 11, the medical examination
stream is horizontal axis and the number
of medical visits is vertical axis. As
shown in the Figure, On-demand medical
examination and treatment departments
are the most visited of patients in 3
hospitals (6370 medical visits).

After running tests on the ACE integrated
system on 100 set of arbitrary collections
from clinical symptoms in patient’s
medical record database, the result
approximately 80.5% is single-threaded
and the rest is multiple-threaded

5. CONCLUSION

The engine has been successfully
developed based on the mathematical
model of Non-Deterministic  Finite
Automata (NFA) to classify non-contact

has been successfully applied with the
records of nearly 50,000 visits at central,
provincial and district level hospitals. The
ability of machine learning engine has
been demonstrated and heavily depends
on the volume of training data sets.
Therefore, the system collected data from
many different specialized hospitals or
trained by leading expert’s knowledge is
going to be more effective for our Engine.
After integrating the engine into the
system, the obtained results shows that an
accuracy of approximately 80.5% based
on the dataset that randomly selected
values 100 times from the set of
symptoms in the patient medical record
database. The developed system has been
tested at some national hospitals and local
medical center. The trained system with a

medical examinations according to reliable data set is going to be handy and
patients' clinical symptoms. A platform  useful for the health care system in areas
for registration and streaming of whereas healthcare service is under-
contactless medical examinations have  developed.
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