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TOM TAT

Bai bao tébng hop cac nghién ctru trong va ngoai nwéc vé nhan dién GLBCTC clia doanh nghiép,
nh&m cung cép cai nhin téng quat vé két qua dat dwoc. Théng qua so sanh gitra cac mé hinh dw
bao str dung chi s6 tai chinh, thong tin phi tai chinh va ky thuat hoc may, nghién ctvu nhan dién hiéu
qua vuot trdi clia hoc may so véi cac phuong phap thdng ké truyén théng. Béng thei, bai bao chi
ra cac khoang tréng nghién ciru tai Viét Nam, nhw han ché tich hop théng tin phi tai chinh, ng dung
chd yéu phuong phap truyén théng va pham vi nghién ctru gi¢i han dbi véi doanh nghiép niém yét
trén mot san giao dich. Nhirng phat hién nay gép phan cting cb nén tang ly thuyét va dwa ra hamy
chinh sach cho cac bén lién quan.

Tir khéa: Chi sé tai chinh; Gian 1an béo céo tai chinh; Théng tin phi tai chinh; Hoc may.

ABSTRACT

This paper surveys both domestic and international research on detecting financial statement fraud
in firms, presenting a concise overview of the main findings. By comparing models that use financial
ratios, non-financial information, and machine learning techniques, the study demonstrates that
machine learning methods outperform traditional statistical approaches. It also identifies research
gaps in Vietnam, such as the limited integration of non-financial data, the predominant reliance on
traditional methods, and the narrow focus on companies listed on a single exchange. These findings
contribute to the theoretical foundation for developing more effective fraud detection models and
offer policy implications for relevant stakeholders.

Keywords: Fraudulent financial statements; Financial indicators; Non-financial information; Machine
learning.

1. Gi6i thiéu

Gian lan bao cédo tai chinh (GLBCTC) la
mot trong nhitng rii ro nghiém trong nhét dbi
véi sy minh bach va 6n dinh cta thi truong tai
chinh. Hau qua cua cac vu gian 1an tai chinh
khong chi gidi han trong pham vi doanh nghiép
ma con gay ra nhing tdc dong lan toa, lam lung
lay niém tin ctia nha d4u tu va anh hudng tiéu

cuc dén toan bo nén kinh té. Nhiing vu bé boi
tai chinh 16n nhu Enron, Worldcom, Global
Crossing, Adelphia, Lehman Brothers da dé lai
bai hoc sdu sic vé hau qua nghiém trong cua
viéc thao tiing bao céo tai chinh, din dén pha
san doanh nghi¢p va thi¢t hai hang ty USD. Tai
Viét Nam, cac vu gian lan tai chinh nhu Cong
ty Banh keo Bién Hoa (2002), Cong ty D6 hop
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Ha Long (2002), Cong ty Bong Bach Tuyét
(2004-2008), Cong ty Duoc Vién Dong
(2009), Cong ty Go Trudng Thanh (2016) va
gan day 1a Tap doan Tan Hoang Minh (2024),
Tap doan Van Thinh Phat (2024), tiép tuc dat
ra nhitng thach thirc dbi voi hé théng kiém soat
tai chinh va quy trinh giam sat doanh nghiép.

Theo Hiép hoi Cac nha diéu tra gian lan
(ACFE, 2016-2024), mac du GLBCTC khong
phai 14 loai gian 14n phé bién nhit so véi chiém
doat tai san hay tham nhiing, nhung lai gy
thiét hai I6n nhat. Nghién ctru cia Kaminski va
cong su (2004) chi ra rang hau hét cac vu gian
lan chi dugc phat hién sau nhiéu nam, khi hau
qua da trd nén nghiém trong. Bao cdo cla
ACFE (2022) ciing nhin manh rang gian 1an
tai chinh trung binh mat 2 ndm dé phat hién, va
thoi gian phat hién cang lau thi ton that cang
lon. Pang lo ngai hon, khi gian 1an bi phat
hién, cac bang ching thudng di bi x6a bo hodc
bop méo, khién viéc xir 1y tro nén khé khin
hon. Piéu nay dat ra mot cau hoi cép thiét: Liéu
¢6 thé phat hién GLBCTC sém hon dé cung
cip canh bao kip thoi cho cac bén lién quan
hay khong?

Trong bdi canh d6, nghién ctiru vé mé hinh
nhan di¢n GLBCTC da va dang tr¢ thanh mot
xu huéng quan trong trong gidi hoc thuat. Cac
phuong phap truyén thong dua trén chi sb tai
chinh nhu Altman Z-score, Beneish M-score
da duogc sir dung rong rai dé phat hién gian lan.
Tuy nhién, v&i su phat trién ctia cong nghé, cac
phuong phap méi tng dung hoc may (machine
learning), tri tu¢ nhéan tao (Al), va dir liéu phi
tai chinh da chung minh dugc hiéu qua vuot
trgi. Du vy, tai Viét Nam, hau hét cac nghién
ctru van chu yéu 4p dung cic md hinh truyén
thong, chua khai thac day du tiém ning cua cac
phuong phap tién tién.

Bai nghién ciru nay nhdm hé théng hoa cac
phuong phap nhan dién GLBCTC, dong thoi
xac dinh nhitng khoang trong nghién ctru con
ton tai, dic biét trong bdi canh Viét Nam. Bé
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dat dugc muc ti€u nay, nghién cuu tap trung tra
161 cau hoi: “Nhitng phuong phép va mo hinh
nao da dugc st dung dé nhéan dién gian 1an bao
c4o tai chinh, va khoang trdng nao con ton tai
trong nghién ciru hién nay, dic biét trong boi
canh Viét Nam?”

Bing cach téng hop cic nghién ciru trong
va ngoai nudc, nghién ctru nay khong chi lam
1& xu hudng phat trién trong linh vyc phat hién
gian 1an tai chinh ma con dua ra dé xuit vé
nhitng huéng di méi, gop phan cai thién hiéu
qua dy bao va hd tro cac nha quan 1y, kiém toan
vién trong viéc phat hi€n som cac hanh vi gian
lan. DPé dat dugc muc tiéu nghién ciru, bai bao
khong chi dung ¢ viéc tap trung vao phan tich
cac phuong phap khai thac du li¢u dugc su
dung cho phat hién GLBCTC nhu nghién ctru
tong quan ctia Gupta va Mehta (2024). Ma con
xem xét dén cac bién/thudc tinh bao gdm chi
s tai chinh va thong tin phi tai chinh dugc dua
vao mo hinh dy doan trong cac nghién ctru nhu
thé nao. Pay 1a diém tuong dong véi nghién
clru téng quan ctia Shahana va cong su (2023).
Ngoadi ra, theo khuyén nghi ciia Shahana va
cong sy (2023), cac nghién ctru trong tuong lai
nén mé rong tong quan ddi véi ca nhiing
nghién ciru tai cac qudc gia dang phat trién.
Diéu ndy nhim cung cip bing chimg vé tinh
hinh nghién ctru ciing nhu tinh hi€u qua cua
cac phuong phap tu dong (hoc may, tri tué
nhan tao) & cac qudc gia nay so v4i nghién ciru
cua cac nuoc phat trién. Nhu vay, viéc thuc
hién tong quan cac nghién ciru bao gom ca Viét
Nam - mét nuéc dang phat trién co thé gop
phan 1am phong phu tai liéu vé chu d& nghién
ctru nhan dién GLBCTC. Pay 1a mot s6 dong
g6p co ban cia nghién curu nay.

2. Téng quan nghién ciru gian 1an trong bao
cao tai chinh cia cic doanh nghiép

Nghién ciru tong hop céc tai liéu trong va
ngoai nudc vé nhén dién GLBCTC dua trén
tiéu chi chon loc chat ch&. Viée tim kiém duoc
thuc hién theo tiéu dé, tom tat va tir khoa duge
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st dung: “nhin di¢én gian ldn bao cao tai
chinh”,  “detecting fraudulent financial
statements”. Céac tai liéu duogc lua chon tir cac
tap chi khoa hoc uy tin thudéc danh muc
Scopus, ISI va Hoi dong gido su (ddi véi cac
bai bao trong nudc), xuit ban tir 1995-2024 dé
dam bao tinh cap nhat, d@)ng thoi giir lai cac
nghién ctru nén tang nhu Altman Z-score. Két
qua tim kiém v&i s6 lugng 145 bai bao nghién
cuu lién quan dén nhan dién GLBCTC. Nhiing
nghién ctru khong c6 dit li€u thyc nghi€ém hoac
khong 16 ngudn gdc bi loai bo. Pong thoi, chi
cac tai liéu co két qua nghién ciru dé cap dén
hiéu suat dy doan gian 14n méi duoc tong quan
va phan tich vai s luong 38 bai (Bang 1). Boi
vi, mgt trong nhiing muc dich quan trong cua
cht d& nghién ctru nhan dién GLBCTC 1a cung
cAp cong cu du doan kha ning ton tai
GLBCTC va duoc danh gia bang hiéu suét dy
doan. Cac tai li€u sau d6 duoc phan loai theo
phwong phap du doan gian 14n: mé hinh truyén
thng, hoc may, va tich hop thong tin phi tai
chinh. Cac nghién ctru ban dau vé du doan
GLBCTC chu yéu xay dung mo hinh bang cac
chi s6 tai chinh. Két qua nghién ctru di cho ra
doi cac mé hinh kinh dién va van dugc sir dung
cho dén ngay nay ching han nhu Altman Z-
score va Beneish M-score.

2.1. M6 hinh Altman Z-score

Theo Altman (1968) cac nghién clru da ngu
¥ rang cac chi sb tai chinh c6 tiém nang nhat
dinh trong viéc du bao sy pha san. Do d6, 6ng
sir dung nam ty s6 tai chinh bao gdm: vén luu
déng/téng tai san; lgi nhuan gilr lai/téng tai
san; lgi nhuan trudc 1adi vay va thué/téng tai
san; gia tri thi truong cua vén chii so hiru/gia
tri sO sach ciia tong ng; doanh thu/tong tai san
dé phat trién mo hinh nghién ctru. Tac gia van
dung phuong phéap phén tich phan biét nhidu
lan (Multiple discriminant analysis) dé so sanh
cac doanh nghié¢p khong pha san va da pha san.
Két qua cho thay mé hinh du doan chinh xéac
viéc pha san toi da hai ndm trude khi thuc té

xay ra. M6 hinh Z -score ban dau ap dung cho
cac doanh nghiép san xudt niém yét trén thi
truong chung khoan. Sau do, Altman va cong
sur (1998) da diéu chinh loai bo chi sé tai chinh
“doanh thu/tong tai san” va thay d6i cac trong
s6 s0 v6i md hinh gdc nam 1968 nham ap dung
pht hop dbi véi thi trudng méi noi. Mirc diém
Z-score cang cao thi stic khde tai chinh cua
doanh nghiép cang tdt.

Nghién ctru sau nay (Lenard va cdng su,
2009; V& Vin Nghi va Hoang Cam Trang,
2013) xac nhan rang Z-score c6 thé 1a chi bao
cho gian lan bao céo tai chinh, do mdi quan hé
gitra kho khan tai chinh va thao ting lgi nhuan
(DeAngelo va cong su, 1994; Rosner, 2003;
Charitou va cong su, 2007; Chen va cong su,
2010; Li va cong sy, 2014). Cac nghién clru
khéac (Beasley va cong su, 1999; Kinney va
McDaniel, 1989; Mishra va Drtina, 2004) cling
cho thiy cac doanh nghiép co tinh trang tai
chinh kém c6 kha nang GLBCTC cao hon so
v6i doanh nghiép binh thudng, cung ¢b vai trd
cua Z-score trong viéc phat hién dAu hiéu bat
thuong tai chinh.

2.2. M6 hinh Beneish M-score

Beneish (1999) phat trién M-score, mot mo
hinh théng ké nhdm x4c dinh doanh nghiép
thao tiing thu nhap bang cach sir dung 8 chi sé
tai chinh, bao gom: ty 1& khoan phai thu/doanh
thu, lgi nhuan gdp bién, chét lugng tai san, tang
truong doanh thu, khiu hao tai san, chi phi ban
hang va quén 1y, bién don tich ké toan/tong tai
san, va don bay tai chinh. M6 hinh nay phan
loai doanh nghiép ¢6 hodc khong c6 GLBCTC
dua trén mot ngudng diém nhét dinh.

Nhiéu nghién ctru da kiém dinh d6 chinh
xac clia M-score tai cac qudc gia khac nhau
(Arshad va cong su, 2015; Herawati, 2015;
Nguyen va Nguyen, 2016; Lotfi va Chadegani,
2018; Hotda, 2020; Pham Thi Mong Tuyén,
2019; Halilbegovic va cong su, 2020; Hoang
Ha Anh va cong su, 2022). Két qua cho thay
mo hinh ¢6 d6 chinh xac trung binh khoang
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75%, tham chi mot s6 nghién ctru chi dat 40%
(Bang 1). Mot sb hoc gia (Bhavani va
Amponsah, 2017; Marais va cdng su, 2023) da
khuyén nghi than trong khi sir dung mé hinh
nay do nhitng han ché vé d6 chinh xac.

Dé cai thién hiéu sudt du bao, nhiéu nghién
clru mé& rong M-score bang cach bd sung bién
tai chinh (Kaminski va cdng su, 2004;
Kanapickiené va Grundiené, 2015; Zainudin
va Hashim, 2016) hoac tich hop thong tin phi
tai chinh (Dechow va cong su, 2011). Dechow
va cong su (2011) da phat trién F-score, mot
bién sb két hop dir liéu tai chinh va thong tin
tur thi trudng chung khodn. M6 hinh nay dat 6
chinh xac khoang 65,9% khi F-score > 1, cho
thdy xéac suat cao doanh nghiép gian lan. M6
hinh Dechow F-score dd duoc kiém dinh va
mo rong trong cic nghién ciru vé nhan dién
GLBCTC tai Viét Nam (Nguyén Tién Hing va
V& Hong e, 2017; Bui Phuong Chi va cong
su, 2021; Tran Thi Giang Tan va cong su,
2015; Dang va cong su, 2017; Nguyén Tién

Hung va cong su, 2018; Pham Thi Mong
Tuyén, 2019).

Bén canh phuong phap hdi quy logistic
truyén théng, nhiéu nghién ctru da 4p dung hoc
may dé nang cao do chinh xac du bao (Green
va Choi, 1997; Feroz va cong su, 2000;
Gaganis, 2009; Lin va cdng sy, 2015; Hajek va
Henriques, 2017; Jan, 2018; Hajek, 2019;
bang Ngoc Hung va cong su, 2022; Nguyen
va cong su, 2022). Mot sb nghién ctru con két
hop thong tin phi tai chinh trong m6 hinh hoc
may dé téi wu hoa kha ning phat hién gian 1an
(Ata va Seyrek, 2009; Omar va cong su, 2017;
Lin va cong su, 2003; Kotsiantis va cOng su,
2006; Kirkos va cdng su, 2007; Liou, 2008;
Ravisankar va cong su, 2011; Lokanan va cong
sw, 2019). Tong hop tir cac nghién ciru trude
day cho thdy phuwong phap hoc may c6 hiéu
sudt du bao cao hon so v6i phuong phap théng
ké truyén thng, dic biét khi tich hop ca chi s6
tai chinh va thong tin phi tai chinh (Bang 1).

Bang 1. Thong ké két qua nghién ctru nhan dién gian 1an trong bio cdo tai chinh

MO HINH SU DUNG CHI SO TAI CHINH
Phuong phép truyén thong
Tylé mdu | Kétquady
L., L At o2 . (gian lan: doan
STT Tac gia Quoc gia Thuat toan/Phuong phap khong gian lan
gian 1an) tong thé
~ Hoi quy Logistic 280:203 N
! Persons (1995) My (Logistic regression) (Nhiéu: 1) 64%
Kaminski va - Phan tich phan biét 79:79 N
2 cdng su (2004) My (Discriminant analysis) (1:1) 42%
Kanapickiené va . 40-125
3 Grundiené Lithuania Hoi quy Logistic a 'n.hi 2u) 84,80%
(2015) (Logistic regression) )
Arshad va cong . Hbi quy Logistic 24:24 o
4 su (2015) Malaysia (Logistic regression) (1:1) 83,30%
Tarjo va . Hbi quy Logistic 35:35 o
> Herawati (2015) Indonesia (Logistic regression) (1:1) 77,10%
Nguyen va . . ) o
6 Naguyen (2016) Viét Nam Beneish M-Score 223:0 48,40%
Lotfi va Hoi quy Logistic
7 Chadegani Iran Lo is‘tlicyre rission) 137:0 66,03%
(2018) & &
. 30:30
8 Hotda (2020) BaLan Beneish M - score (1:1) 100%
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Lién bang
Halilbegovic va | Bosnia va . o
9 cong su (2020) | Herzegovi Beneish M-Score 68 79,41%
na
Hoang Ha Anh Beneish M-Score 38:65
10 va cfng su Viét Nam Hoi quy Logistic (: n'hi du) 44,70%
(2022) (Logistic regression) )
Phuong phap hoc may
Green va Choi - Mang no ron 86:95 o
1 (1997) My (Neural networks) (1: nhidu) | O864%
Mang no ron mo 359
12 Lin va cOng su M (Neuron - Fuzzy) 20:80 °
(2003) Y Hbi quy Logistic (1: nhiéu) .
. . 97%
(Logistic regression)
Cay quyét dinh o
(Decision tree) 85,20%
Mang no ron nhén tao o
(Artificial neural networks) 36,60%
Mang niém tin Bayesian 51.20%
Kotsiantis va (Bayesian Belief network) 41:123 e
13 N Hy Lap g — X
cong su (20006) Hoi quy Logistic (1: nhicu)
L . 36,60%
(Logistic regression)
k - lang giéng gan nhat o
(k-Nearest Neighbour) 36,10%
May vector hd trg o
(Support vector machine) ) 48,80%
Cay quyét dinh o
(Decision tree) 5%
Kirkos va cong Mang niém tin Bayesian 38:38 o
14 su (2007) Hy Lap (Bayesian Belief network) (1: 1) 91,70%
Mang no ron nhén tao o
(Neural networks) 82,50%
Hoi quy Logistic o
(Logistic regression) 3018:3019 99,05%
. . Mang no ron (1: 1) o
15 Liou (2008) Dai Loan (Neural networks) 95,82%
Cay quyét dinh o
(Decision tree) 93,59%
Ata va Seyrek Thé Nhi Cay quyét dinh 50:50 o
16 (2009) Ky (Decision tree) (1: 1) 67,92%
Mang than kinh truyén thing
da 16p (Multiplayer Feed 78,36%
Forward Neural Network)
May vector hd trg o
(Support vector machine) 70,41%
17 Ravisankar va Trung Lap trinh di truyén 101:101 94.14%
cong su (2011) Quéc (Genetic programming) (1: 1)
Phuong phap xur ly di liéu
nhém N
(Group Method of Data 93%
Handling)
Mang no ron xac suat 98,09%

(Probabilistic Neural Network)

33



TRUONG DAl HOC KINH TE - DAl HOC DA NANG

Hoi quy Logistic
(Logistic regression)

Mang no ron
(Artificial neural networks)

66,86%

77,36%

18

Omar va cong
su (2017)

Malaysia

Mang no ron nhén tao
(Artificial neural networks)

75:475
(1: nhiéu)

94,87%

MO HINH SU DUNG CHI SO TAI CHINH KET HOP THONG TIN PHI TAI CHINH

Phuong phap théng ké truyén thong

19

Tran Thi Giang
Tan va cong su
(2015)

Viét Nam

Hoi quy Logistic
(Logistic regression)

39:39
(1: 1)

80%

20

Nguyén Tién
Hung va Vo
Hong Pl
(2017)

Viét Nam

Dechow F - score
Hoi quy Logistic
(Logistic regression)

44:44
(1: 1)

75%

21

Dang va cong su
(2017)

Viét Nam

Dechow F- score
Hoi quy Logistic
(Logistic regression)

151:491
(1: nhiéu)

78,21%

22

Nguyén Tién
Hung va cong su
(2018)

Viét Nam

Hbi quy Logistic
(Logistic regression)

51:51
(1: 1)

2%

23

Pham‘Thi Mong
Tuyén (2019)

Viét Nam

Hoi quy Logistic
(Logistic regression)

146:304
(1: nhiéu)

40,40%

Phuong phap hoc may

24

Feroz va cong
su (2000)

Mang no ron nhén tao
(Artificial neural networks)

42:90
(1: nhiéu)

81%

25

Gaganis (2009)

Hy Lap

Phan tich cau trac da nhom
(Multi-group Hierarchical
Discrimination)

Ham tién ich cong cham diém
va phan loai
(Utilités Additives
Discriminantes)

May vector hd trg
(Support vector machine)

Phan tich phan biét
(Discriminant analysis)

Mang no ron nhén tao
(Artificial neural networks)

Hoi quy Logistic
(Logistic regression)

k-lang giéng gan nhat
(k-Nearest neighbor)

Mang no ron x4c suat
(Probabilistic neural networks)

149:149
(1: 1)

86%

80,49%

84,15%

84,10%

78,05%

78%

78,05%

78,05%

26

Abbasi va cdng
su (2012)

May vector hd trg
(Support vector machine)

815:8191
(1: nhieu)

90,4%

B0 phéan loai Naive Bayes

(Naive Bayes)

85,1%
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Cay quyét dinh xen ké .
(Alternating decision tree) 89,6%
Ring ngau nhién .
(Random forest) 85,7%
Giam 16i bang cach cit tia cay $3.8%
(Reduced error pruning tree) 070
k-lang giéng gan nhat o
(k-Nearest neighbor) 86,5%
Cat tia gia tang lap lai dé giam
16i o
(Repeated incremental pruning 87%
to produce error reduction)
Hoi quy Logistic o
(Logistic regression) 87,5%
Mang no ron nhén tao 86,5%
(Artificial neural networks)
Mang no ron nhan tao o
(Artificial neural networks) 02.8%
Lin va cong su .. HO} quy LOngt.lc 129:447 90,3%
27 (2015) bai Loan (LOgI’StIC regression) (1: nhidu)
Cay quyc¢t dinh va phan loai ’
(Classification and regression 88,5%
trees)
Ring ngau nhién o
(Random forest) 88%
May vector hd tro o
(Support vector machine) 80,18%
S Cay hoi quy va phan loai )
28 Liuva cong su Tru?g (Classification and regression 138: l.éo 66,43%
(2015) Quoc (1: nhiéu)
trees)
k-lang giéng gan nhat o
(k-Nearest neighbor) 60,11%
Hoi quy Logistic 42,91%
(Logistic regression)
HO} qauy LOngt.l ¢ 74,53%
(Logistic regression)
B0 phan loai Naive Bayes o
(Naive Bayes) >7,.83%
Mang niém tin Bayesian o
(Bayesian Belief Networks) 90,32%
Bang quyét dinh
(Decision
Hajek va Table) 311:311 89,50%
29 Henriques My B0 phan loai Naive Bayes a ; )
(2017) (Naive Bayes) '
May vector hd trg o
(Support vector machine) 77.95%
Cit tia gia ting lap lai dé giam
16i (Repeated Incremental o
Pruning to Produce Error 87,01%
Reduction)
Phan mo rong cua cay phan 86.10%

loai vao hdi quy (C4.5)
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Cay hoi quy va phan loai
(Classification and regression
trees)

Cay mo hinh logistic
(Logistic model trees)

Mang than kinh truyén thang
da 16p (Multiplayer Feed
Forward Neural Network)

Mang no ron phan loai
perceptron (Voted perceptron)

86,10%

85,44%

77,93%

51,16%

Hoc tap téng hop (dao tao mo
hinh hoc tap doc lap)
(Bagging)

Rung ngau nhién
(Random forest)

Tang cuong thich Gng
(Adaboost)

87,09%

87,50%

77,29%

30

Jan (2018)

Pai Loan

Mang no ron nhan tao
(Artificial neural networks) +
Cay hdi quy va phan loai
(Classification and regression
trees)

Mang no ron nhén tao
(Artificial neural networks) +
Phat hién tuong tac tu dong
Chi-square
(Chi-square automatic
interaction detector)

Mang no ron nhén tao
(Artificial neural networks) +
Phan mé rong cua ciy phan
loai vao hdi quy (C5.0)

Mang no ron nhén tao
(Artificial neural networks) +
Cay thdng ké nhanh, khong
thién vi, hi¢u qua
(Quick unbiased efficient
statistical tree)

May vector hd trg
(Support vector machine) +
Cay hdi quy va phan loai
(Classification and regression
trees)

May vector hd trg
(Support vector machine) +
Phat hién tuong tac ty dong

Chi-square
(Chi-square automatic
interaction detector)

May vector hd tro
(Support vector machine) +
Phan mé rong cia cdy phan

loai vao hoéi quy (C5.0)

May vector hd tro
(Support vector machine) +

40:120
(1: nhiéu)

90,21%

90,06%

87,39%

83,50%

86,18%

79,75%

74,30%

77,17%
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Cay thng ké nhanh, khong
thién vi, hi¢u qua
(Quick unbiased efficient
statistical tree)

31

Hajek (2019)

Hé thong dua trén quy tic mo

(Fuzzy rule-based system)
Mang niém tin Bayesian
(Bayesian Belief Networks)

Bang quyét dinh
(Decision Table)/
B0 phan loai Naive Bayes
(Naive Bayes)

Ring ngau nhién
(Random forest)

311:311
(1: 1)

86,80%

89,80%

87,80%

90,40%

32

Omidi va cong
su (2019)

Trung
quoc

Mang than kinh truyén thing
da lop
(Multi-layer feed-forward
neural network)

Mang no ron xac suat
(Probabilistic Neural network)

May vector hd trg
(Support vector machine)

Mo hinh logarit tuyén tinh da
thire
(Multinomial log-linear
Model)

Phan tich phan biét
(Discriminant analysis)

910:1749
(1: nhieu)

97,30%

97,76%

90,70%

89,40%

90,50%

33

Craja va cong su
(2020)

Hoi quy Logistic
(Logistic regression)

Rimng ngau nhién
(Random forest)

May vector hd tro
(Support vector machine)

Tang cuong do dbc cuc dai
(Extreme gradient Boosting)

Mang no ron
(Artificial neural networks)

Phan tich cu tric da nhém
(Multi-group Hierarchical
Discrimination)

Mo hinh ngdén nglt nguoi hoc
da nhiém khong co giam sat
(Language models are
unsupervised multitask
learners)

208:7341
(1: nhicu)

84,24%

87,39%

82,80%

90,83%

90,54%

65,06%

69,34%

34

Pai Loan

Cay quyét dinh (Decision tree)

181:256

93,43%
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(1: nhiéu)
Rimg ngau nhién (Random 98,92%
forest)
Cheng va cong B phan loai cdy bo sung
sw (2021) (ExtraTree) 97,56%
Mang no ron nhén tao 85,47%
(Artificial neural networks)
Pang Ngoc \ X . .
33 Hung va cong su | Viét Nam Rung ngmglﬁ;&gl (Random (416711111;7;13 91%
(2022) )
Mang no ron nhén tao
(Artificial neural networks) 97%
Beneish M- Score
Mang no ron nhan tao
x ifici o
Nguyén Anh (Artificial neural networks) 89%
A i Atman Z- Score 227:637
36 Phong va cong Viét Nam ; = - nhid
sur (2022) May vector ho trg (1: nhicu)
j (Support vector machine) 97%
Beneish M- Score
May vector hd trg
(Support vector machine) 95%
Atman Z- Score
Ring ngau nhién N
Cao va cong sy (Random forest) 1%
37 ’ ; Viét Nam . 2235
(2024) Mang no ron nhén tao 999
(Artificial neural networks) ’
Hoi quy Logistic
(Logistic regression)
Cay quy¢t dinh (Decision tree) 0
. x 73,8%
May vector ho tro 82 2,
. 42 /0
1g | Alivacong su éiﬁ%ﬁﬁfiﬁﬁﬁ?& 102: 1798 88,8%
(2023) £ng (1: nhidu) 80,5%
forest)
« \ - 83,3%
Tang cuong thich tng 93.6%
(AdaBoost) 70
Tang cuong d6 doc cuc dai
(Extreme gradient Boosting)

3.Panh gia nghién ciru di thuc hién va dé
xuét huéng nghién ctru

3.1. Téng quan két qud nghién civu trude
Céac mé hinh nhén dién GLBCTC chu yéu
dwa trén chi s tai chinh hogc két hop véi thong
tin phi tai chinh. Viéc st dung cac chi sb tai
chinh xudt phat tir quy dinh vé trach nhiém ciia
kiém toan vién trong phat hién gian lan, thong
qua thu tuc phan tich dé danh gia rui ro sai sot
trong yéu (Thornhill, 1995; Kaminski va cong
su, 2004; Albrecht va cong su, 2008). Thu tuc
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Nguon: Téc gia tong hop
nay bao gom phén tich xu hudng, ty 1& tai
chinh, va kiém tra tinh hop ly cua dir liéu
doanh nghi¢p (Kaminski va cong sy, 2004).

Mac du phuong phép nay hitu ich trong
viéc phat hién bit thuong, nhidu nghién ciru
thuc nghiém chi ra han ché cua chi s tai chinh
trong du bédo gian lan (Kaminski va cong su,
2004; Nia, 2015). Diéu nay phan anh sy thay
d6i trong cach thirc thao tiing bao céo tai chinh,
lam giam d6 chinh xé4c ciia cac mo hinh truyén
théng. Bhavani va Amponsah (2017) ciing
nhin manh rang khéng c6 mét cong cu duy
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nhét nao c6 thé phat hién gian 1an hiéu qua. Do
d6, nhiéu nghién ciru da bd sung thong tin phi
tai chinh d¢ cai thién d¢ chinh x4c ciia md hinh
nhan dién gian lan. Thong tin phi tai chinh
duoc cac hoc gia dinh nghia 1a nhiing thong tin
b6 sung cho thong tin tai chinh va né c¢6 thé
bao ham dén cac chu dé rong hon ca trach
nhiém xa hdi (CSR), moi truong, xa hoi, quan
tri doanh nghiép (ESG) va tinh bén ving
(Tarquinio, 2020). Thong tin phi tai chinh gitp
gia ting sy hiéu biét sau sic va toan dién hon
vé don vi. Do do, céc nghién ctru da khai thac
thong tin phi tai chinh nham tim kiém cac dau
hi€u giap nhan dién GLBCTC. Cac thong tin
phi tai chinh dua vao mé hinh dua trén nén
tang Ly thuyét tam giac gian 1an duoc dé xuat
boi Cressey (1953). Ly thuyét nay giai thich
nguyén nhan gian 14n xuat phat tir 3 yéu té ap
luc, co hoi va hop 1y hoa. Nhidu hoc gia da su
dung cac théng tin phi tai chinh dai dién cho
cac yéu td cua tam gic gian 14n dé nghién ctru
dy doan GLBCTC. Ngoai ra, Ly thuyét dai
dién cua Jensen va Meckling (1976) va Ly
thuyét bat can xung thong tin cua Akerlof
(1970) dé cap viéc ton tai sy khac biét vé loi
ich va su bt can xtng thong tin giita nguoi uy
quyén (chu s¢ hiru) va nguoi dai dién (nha
quan 1y) ¢6 thé tao ra mot moi truong trong dé
gian 14n ¢ nhiéu kha ning phat sinh hon (Ali
va cong su, 2020). Cac 1y thuyét nay gop phan
lam rd ban chit cia GLBCTC va duge cac
nghién ctru st dung 1am co s& cho viéc bd sung
va lua chon cac bién dua vao mé hinh du doan
dic biét 1a thong tin phi tai chinh lién quan dén
yéu td vé quan tri doanh nghiép.

Bén canh d6, phuong phdp hoc may ngay
cang dugc ung dung rong rai trong phat hién
gian l4n. Ban dau, cic nghién ctru sir dung hdi
quy logistic, nhung v&i sy phat trién ctia cong
nghé, cac k¥ thuat hoc may nhu Mang no-ron
nhan tao (Artificial neural networks), May
vector hd trg (Support vector machine), Cay
quyét dinh (Decision tree), Ring ngau nhién
(Random forest), Mang niém tin Bayesian

(Bayesian Belief Networks), va Lap trinh di
truyén (Genetic programming) da chirg minh
do6 chinh xac cao hon trong phan loai gian lan.
Su vu viét cia hoc may trong du doédn gian lan
dugc giai thich qua hai 1y do chinh. Thir nhét,
cac m hinh thong ké truyén thong duya trén cac
gia dinh vé tinh tuyén tinh, phan phéi chuan va
doc 1ap giira cac bién, nhung véi s6 lugng bién
ngdy cang gia ting, diéu nay dé dan dén vi
pham céc gia dinh, anh hudng dén hiéu suit du
bao (Breiman, 2001). Trong khi d6, hoc may
khong yéu ciu cau trac mé hinh ¢b dinh, giup
xtr 1y dit liéu c6 twong quan cao va khong can
gia dinh vé phan phdi (Carmichael va Marron,
2018). Thir hai, hoc may dua trén Ly thuyét
hoc théng ké, cho phép xiy dung cac ham dy
doan t6i wu tir dit liéu 10n va phirc tap (Bennett
va cong sy, 2022). Cac thuat toan hoc may co
thé phat hién cac khuén mau an trong dir liéu
ma phuong phép truyén théng khong nhan dién
duogc (Carmichael va Marron, 2018), tir do
nang cao do chinh xac cia mo hinh dy bao.
Dua trén nhitng phat hién trén, cac hudng
nghién ctru tiém ning bao gdm viéc tich hop
dir li€u phi tai chinh vao moé hinh hoc may
nham cai thién hiéu suét du bao, phat trién mo
hinh két hop giira cac k¥ thuat hoc may tién
tién nhu Deep Learning va Ensemble Learning
dé t6i wu hoa kha nang nhan dién gian 1an,
cling nhu mé rong tmg dung hoc may trong bdi
canh thi truong méi ndi, dic biét 1a Viét Nam,
noi gian 1an tai chinh van 1a mot thach thic
16n. Nhin chung, hoc may dang tr¢ thanh xu
huéng tat yéu trong nghién ctru nhéan dién gian
1an bao c4o tai chinh, giup nang cao hiéu suét
dy doan va hd tro cac bén lién quan trong viéc
phat hién gian 1an sém hon.
3.2. Dé xudt hwéng nghién ciru
3.2.1. Tinh cdp thiét va nhitng théch thirc trong
nghién curu nhan dién GLBCTC tai Viét Nam
Hoc may 1a mdt trong s6 cac thanh tyu cia
su phat trién khoa hoc cong nghé trén thé giéi.
Du chi 1a mdt nhanh cua tri tu¢ nhan tao nhung
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d3 cung cap mot cong cu tinh toan phuc vu khai
thac va phan tich dir liéu, hitu ich trong viéc
trich xut thong tin, nhan dang khuén miu dir
liéu va du doan (Ge va cong su, 2017). N6 cho
thy tiém ning mang lai loi ich to 16n cua viéc
phat trién khoa hoc cong nghé. Nhéan thirc dugc
diéu nay, Pang va nha nudc ta luén dé cao tim
quan trong cua viéc phat trién khoa hoc cong
nghé va xem day 1a qudc sach hang dau. Chu
truong nay dugc thé hién trong cac Nghi quyét
tai cac ky dai hoi Pang. Chﬁng han nhu Chién
luge phat trién kinh té - x3 hoi 10 nam 2021 -
2030 dwoc thong qua tai Pai hoi XIII nhén
manh “Phdt trién manh mé khoa hoc, cong
nghé, doi moi sang tao va chuyén doi sé la
déng lec chinh dé tang trucng kinh té”. Nho
c6 su dinh huéng cia nha nudc cung voi su
ning dong cua cac té chuc, doanh nghiép,
budc dau Viét Nam da dat duoc nhitng thanh
tuu dang ghi nhan vé phat trién khoa hoc cong
nghé trong nhiéu linh vyc bao gdm ca kinh té,
tai chinh. Pac biét 1a viéc ung dung tri tu¢ nhan
tao (hoc may) da dugc chu trong trong hoat
dong cua t6 chirc, doanh nghiép ciing nhu hoat
dong nghién ctru duy bao nhimng van d& lién
quan dén kinh t& vi md, tai chinh. Tuy nhién,
dbi véi viée du doan GLBCTC tai Viét Nam,
sd lwgng nghién ciru ndi chung va sb luong sir
dung phuong phap hoc may ndi ri€éng con han
ché (Bang 1). Trong khi d6, hanh vi GLBCTC
dac biét 1a 6 cac doanh nghiép niém yét Viét
Nam van con ton tai v6i cac thu thuat thuc hién
va che gidu ngay cang tinh vi. Cac vu viéc
GLBCTC nay thuong lién quan dén cac sai
pham trong hoat dong quan tri doanh nghiép
va kiém toan, dan dén nhitng thiét hai dac biét
nghiém trong. Hau qua ctia GLBCTC khong
chi anh huong dén thi truong tai chinh ma con
tac dong tiéu cuc dén tinh hinh kinh té - xa hoi
dién hinh nhu vy bé bdi tai chinh cua tap doan
Van Thinh Phat. Do d6, viéc nghién ctru nhan
dién GLBCTC, dic biét la van dung cac
phuong phép hoc may hién dai theo xu hudng
cta thé gidi 1a didu can thiét nham cung cip
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cong cu hitu ich gitp canh bao sém cho cac
bén lién quan.

Viéc nghién ctru chii dé nay trong bdi canh
Viét Nam c6 thé giap phai nhiing thach thirc
lién quan dén dit liéu, nguén nhan lyc va co so
ha tﬁng cong ngh¢. Hién nay, Viét Nam chua
¢6 co s dir liéu cong khai vé GLBCTC. Bén
canh d6, dit liéu vé thong tin tai chinh va phi
tai chinh phuc vu cho viéc lya chon cac
bién/thudc tinh dwa vao mé hinh du doan con
10i rac, chua day du. Trong khi d6, dbi véi
phuong phap hoc may, chét luong dit lidu dau
vao 1a yéu td quan trong nhét quyét dinh két
qua dau ra do dya trén nguyén 1y hoc tap tir dir
liéu (Mahesh, 2020). Ngoai ra, nudc ta con
thiéu hut ngudn nhan lyc lién nganh vira am
hiéu chuyén mon vé kinh té, tai chinh, ké toan
va tri tu¢ nhan tao (hoc may). Déng thoi, co so
ha tang phuc vu khai thac dir liéu chua du
manh dé xu 1y dit liéu 16n. Pay 1a nhiing trd
ngai trong viéc ng dung tri tu¢ nhan tao (hoc
may) trong hoat dong nghién ctru kinh té& néi
chung va phat hién GLBCTC n6i riéng.

3.2.2. Pé xudt huéng nghién ciru
@) M6 hinh nghién ctu

Mac du nhiéu nghién ctru vé nhan dién
GLBCTC d str dung chi s6 tai chinh va thong
tin phi tai chinh, nhung phan 16n déu ké thira
tir cac mo hinh truyén thdng. Tai Viét Nam,
cac nghién ctru chu yéu 4p dung Altman Z-
score, Beneish M-score, Dechow F-score,
trong khi s6 lugng nghién ciru két hop mé hinh
hodc bd sung bién s& méi con han ché. Do do,
viéc mo rong va tich hop thém chi s tai chinh
chura duoc khai thac cing voi cac yéu t6 phi tai
chinh c6 thé cai thién d6 chinh xac va do tin
cdy cua md hinh du doan gian lan.

b) Phuong phéap nghién clru

Bién phu thudc trong hau hét cac mo hinh
nhan dién gian 1an 1a bién nhj phéan “Gian lan
bao cdo tai chinh”, véi hai gié tri: ¢6 gian lan
va khéng gian lan. Cac nghién ciru qudc té
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thuong dya vao dir liéu cong khai tir co quan
chure nang, trong khi tai Viét Nam, gian lan chu
yéu dugc xac dinh qua chénh 1éch loi nhuan
trude va sau kiém toan do thiéu ngudn dir liéu
chinh thtrc. Tuy nhién, gian lan tai chinh mang
ban chét ¢ ¥, tao ra thach thurc trong viéc do
ludng va xac dinh thang do phu hop. Do do,
can c6 nghién ctru bd sung dé dam bao tinh
chdt ché va chinh xac trong viéc phan biét sai
sot ké toan va gian 1an c6 chu dich.

Hau hét cac moé hinh dinh luong tai Viét
Nam van dua trén hoi quy logistic, trong khi
céc nghién ctru 4p dung hoc may con han ché.
Do d6, viéc ing dung phuong phap hoc may
trong moé hinh nhan dién gian 1an tai chinh la
can thiét nhim nang cao hi¢u suét du doan va
t6i ru hoa kha ning phat hién gian lan trong
bbi canh doanh nghiép Viét Nam.
¢) Pham vi nghién ctru

Céc nghién ctru vé& GLBCTC tai Viét Nam
chu yéu tap trung vao doanh nghiép niém yét
trén modt san giao dich chung khoan (HOSE
hoic HNX), trong khi rat it nghién ctru mo
rong trén ca ba san giao dich (HOSE, HNX,
UpCom). Do do, viéc mé rong pham vi nghién
clru dé bao quat toan bo doanh nghiép niém yét
¢6 thé mang lai dong gép quan trong ca vé mat

ly thuyét 1an thyc tién, gitp xay dung mot mo
hinh nhan dién gian 1an phu hop hon véi thi
truong tai chinh Viét Nam.

4. Két luan

GLBCTC la mot chu d& thu hat sy quan tim
rong rai trong gidi hoc thuat, din dén sy ra doi
ctia nhidu mé hinh dinh lwong nham du bao va
phat hién gian 1an. Cac mé hinh truyén thong
nhu Altman Z-score, Beneish M-score,
Dechow F-score van duoc sir dung va mé
rong, trong khi cdc phuong phap hién dai, dac
biét 1a hoc may, ngay cang duoc tng dung dé
nang cao d¢ chinh xac va hi¢u suét dy doan.

Tai Viét Nam, du dd c6 mot s nghién ctru
vé chii dé nay, nhung s lugng con han ché va
chua khai thac day du tiém ning cua dit lidu
phi tai chinh va cong nghé hoc may. Tong quan
nghién ctru cho thiy da s cac mé hinh hién tai
van tap trung vao chi sb tai chinh, trong khi
viéc tich hop thém céac yéu t khac c6 thé giup
tang cuong kha nang phat hién gian 1an. Do do,
viéc md rong nghién ctru theo hudng ing dung
hoc méy va két hop dir lidu phi tai chinh 14 can
thiét dé hoan thién nén tang Iy thuyét va cung
cép giai phap thuc tién cho thi trudng tai chinh
Viét Nam.
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