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TÓM TẮT 

Bài báo tổng hợp các nghiên cứu trong và ngoài nước về nhận diện GLBCTC của doanh nghiệp, 

nhằm cung cấp cái nhìn tổng quát về kết quả đạt được. Thông qua so sánh giữa các mô hình dự 

báo sử dụng chỉ số tài chính, thông tin phi tài chính và kỹ thuật học máy, nghiên cứu nhận diện hiệu 

quả vượt trội của học máy so với các phương pháp thống kê truyền thống. Đồng thời, bài báo chỉ 

ra các khoảng trống nghiên cứu tại Việt Nam, như hạn chế tích hợp thông tin phi tài chính, ứng dụng 

chủ yếu phương pháp truyền thống và phạm vi nghiên cứu giới hạn đối với doanh nghiệp niêm yết 

trên một sàn giao dịch. Những phát hiện này góp phần củng cố nền tảng lý thuyết và đưa ra hàm ý 

chính sách cho các bên liên quan. 

Từ khóa: Chỉ số tài chính; Gian lận báo cáo tài chính; Thông tin phi tài chính; Học máy. 

ABSTRACT 

This paper surveys both domestic and international research on detecting financial statement fraud 

in firms, presenting a concise overview of the main findings. By comparing models that use financial 

ratios, non-financial information, and machine learning techniques, the study demonstrates that 

machine learning methods outperform traditional statistical approaches. It also identifies research 

gaps in Vietnam, such as the limited integration of non-financial data, the predominant reliance on 

traditional methods, and the narrow focus on companies listed on a single exchange. These findings 

contribute to the theoretical foundation for developing more effective fraud detection models and 

offer policy implications for relevant stakeholders. 

Keywords: Fraudulent financial statements; Financial indicators; Non-financial information; Machine 

learning.

1. Giới thiệu 

Gian lận báo cáo tài chính (GLBCTC) là 

một trong những rủi ro nghiêm trọng nhất đối 

với sự minh bạch và ổn định của thị trường tài 

chính. Hậu quả của các vụ gian lận tài chính 

không chỉ giới hạn trong phạm vi doanh nghiệp 

mà còn gây ra những tác động lan tỏa, làm lung 

lay niềm tin của nhà đầu tư và ảnh hưởng tiêu 

cực đến toàn bộ nền kinh tế. Những vụ bê bối 

tài chính lớn như Enron, Worldcom, Global 

Crossing, Adelphia, Lehman Brothers đã để lại 

bài học sâu sắc về hậu quả nghiêm trọng của 

việc thao túng báo cáo tài chính, dẫn đến phá 

sản doanh nghiệp và thiệt hại hàng tỷ USD. Tại 

Việt Nam, các vụ gian lận tài chính như Công 

ty Bánh kẹo Biên Hòa (2002), Công ty Đồ hộp
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Hạ Long (2002), Công ty Bông Bạch Tuyết 

(2004-2008), Công ty Dược Viễn Đông 

(2009), Công ty Gỗ Trường Thành (2016) và 

gần đây là Tập đoàn Tân Hoàng Minh (2024), 

Tập đoàn Vạn Thịnh Phát (2024), tiếp tục đặt 

ra những thách thức đối với hệ thống kiểm soát 

tài chính và quy trình giám sát doanh nghiệp. 

Theo Hiệp hội Các nhà điều tra gian lận 

(ACFE, 2016-2024), mặc dù GLBCTC không 

phải là loại gian lận phổ biến nhất so với chiếm 

đoạt tài sản hay tham nhũng, nhưng lại gây 

thiệt hại lớn nhất. Nghiên cứu của Kaminski và 

cộng sự (2004) chỉ ra rằng hầu hết các vụ gian 

lận chỉ được phát hiện sau nhiều năm, khi hậu 

quả đã trở nên nghiêm trọng. Báo cáo của 

ACFE (2022) cũng nhấn mạnh rằng gian lận 

tài chính trung bình mất 2 năm để phát hiện, và 

thời gian phát hiện càng lâu thì tổn thất càng 

lớn. Đáng lo ngại hơn, khi gian lận bị phát 

hiện, các bằng chứng thường đã bị xóa bỏ hoặc 

bóp méo, khiến việc xử lý trở nên khó khăn 

hơn. Điều này đặt ra một câu hỏi cấp thiết: Liệu 

có thể phát hiện GLBCTC sớm hơn để cung 

cấp cảnh báo kịp thời cho các bên liên quan 

hay không? 

Trong bối cảnh đó, nghiên cứu về mô hình 

nhận diện GLBCTC đã và đang trở thành một 

xu hướng quan trọng trong giới học thuật. Các 

phương pháp truyền thống dựa trên chỉ số tài 

chính như Altman Z-score, Beneish M-score 

đã được sử dụng rộng rãi để phát hiện gian lận. 

Tuy nhiên, với sự phát triển của công nghệ, các 

phương pháp mới ứng dụng học máy (machine 

learning), trí tuệ nhân tạo (AI), và dữ liệu phi 

tài chính đã chứng minh được hiệu quả vượt 

trội. Dù vậy, tại Việt Nam, hầu hết các nghiên 

cứu vẫn chủ yếu áp dụng các mô hình truyền 

thống, chưa khai thác đầy đủ tiềm năng của các 

phương pháp tiên tiến. 

Bài nghiên cứu này nhằm hệ thống hóa các 

phương pháp nhận diện GLBCTC, đồng thời 

xác định những khoảng trống nghiên cứu còn 

tồn tại, đặc biệt trong bối cảnh Việt Nam. Để 

đạt được mục tiêu này, nghiên cứu tập trung trả 

lời câu hỏi: “Những phương pháp và mô hình 

nào đã được sử dụng để nhận diện gian lận báo 

cáo tài chính, và khoảng trống nào còn tồn tại 

trong nghiên cứu hiện nay, đặc biệt trong bối 

cảnh Việt Nam?” 

Bằng cách tổng hợp các nghiên cứu trong 

và ngoài nước, nghiên cứu này không chỉ làm 

rõ xu hướng phát triển trong lĩnh vực phát hiện 

gian lận tài chính mà còn đưa ra đề xuất về 

những hướng đi mới, góp phần cải thiện hiệu 

quả dự báo và hỗ trợ các nhà quản lý, kiểm toán 

viên trong việc phát hiện sớm các hành vi gian 

lận. Để đạt được mục tiêu nghiên cứu, bài báo 

không chỉ dừng ở việc tập trung vào phân tích 

các phương pháp khai thác dữ liệu được sử 

dụng cho phát hiện GLBCTC như nghiên cứu 

tổng quan của Gupta và Mehta (2024). Mà còn 

xem xét đến các biến/thuộc tính bao gồm chỉ 

số tài chính và thông tin phi tài chính được đưa 

vào mô hình dự đoán trong các nghiên cứu như 

thế nào. Đây là điểm tương đồng với nghiên 

cứu tổng quan của Shahana và cộng sự (2023). 

Ngoài ra, theo khuyến nghị của Shahana và 

cộng sự (2023), các nghiên cứu trong tương lai 

nên mở rộng tổng quan đối với cả những 

nghiên cứu tại các quốc gia đang phát triển. 

Điều này nhằm cung cấp bằng chứng về tình 

hình nghiên cứu cũng như tính hiệu quả của 

các phương pháp tự động (học máy, trí tuệ 

nhận tạo) ở các quốc gia này so với nghiên cứu 

của các nước phát triển. Như vậy, việc thực 

hiện tổng quan các nghiên cứu bao gồm cả Việt 

Nam - một nước đang phát triển có thể góp 

phần làm phong phú tài liệu về chủ đề nghiên 

cứu nhận diện GLBCTC. Đây là một số đóng 

góp cơ bản của nghiên cứu này. 

2. Tổng quan nghiên cứu gian lận trong báo 

cáo tài chính của các doanh nghiệp 

Nghiên cứu tổng hợp các tài liệu trong và 

ngoài nước về nhận diện GLBCTC dựa trên 

tiêu chí chọn lọc chặt chẽ. Việc tìm kiếm được 

thực hiện theo tiêu đề, tóm tắt và từ khóa được 
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sử dụng: “nhận diện gian lận báo cáo tài 

chính”, “detecting fraudulent financial 

statements”. Các tài liệu được lựa chọn từ các 

tạp chí khoa học uy tín thuộc danh mục 

Scopus, ISI và Hội đồng giáo sư (đối với các 

bài báo trong nước), xuất bản từ 1995-2024 để 

đảm bảo tính cập nhật, đồng thời giữ lại các 

nghiên cứu nền tảng như Altman Z-score. Kết 

quả tìm kiếm với số lượng 145 bài báo nghiên 

cứu liên quan đến nhận diện GLBCTC. Những 

nghiên cứu không có dữ liệu thực nghiệm hoặc 

không rõ nguồn gốc bị loại bỏ. Đồng thời, chỉ 

các tài liệu có kết quả nghiên cứu đề cập đến 

hiệu suất dự đoán gian lận mới được tổng quan 

và phân tích với số lượng 38 bài (Bảng 1). Bởi 

vì, một trong những mục đích quan trọng của 

chủ đề nghiên cứu nhận diện GLBCTC là cung 

cấp công cụ dự đoán khả năng tồn tại 

GLBCTC và được đánh giá bằng hiệu suất dự 

đoán. Các tài liệu sau đó được phân loại theo 

phương pháp dự đoán gian lận: mô hình truyền 

thống, học máy, và tích hợp thông tin phi tài 

chính. Các nghiên cứu ban đầu về dự đoán 

GLBCTC chủ yếu xây dựng mô hình bằng các 

chỉ số tài chính. Kết quả nghiên cứu đã cho ra 

đời các mô hình kinh điển và vẫn được sử dụng 

cho đến ngày nay chẳng hạn như Altman Z-

score và Beneish M-score. 

2.1. Mô hình Altman Z-score 

Theo Altman (1968) các nghiên cứu đã ngụ 

ý rằng các chỉ số tài chính có tiềm năng nhất 

định trong việc dự báo sự phá sản. Do đó, ông 

sử dụng năm tỷ số tài chính bao gồm: vốn lưu 

động/tổng tài sản; lợi nhuận giữ lại/tổng tài 

sản; lợi nhuận trước lãi vay và thuế/tổng tài 

sản; giá trị thị trường của vốn chủ sở hữu/giá 

trị sổ sách của tổng nợ; doanh thu/tổng tài sản 

để phát triển mô hình nghiên cứu. Tác giả vận 

dụng phương pháp phân tích phân biệt nhiều 

lần (Multiple discriminant analysis) để so sánh 

các doanh nghiệp không phá sản và đã phá sản. 

Kết quả cho thấy mô hình dự đoán chính xác 

việc phá sản tối đa hai năm trước khi thực tế 

xảy ra. Mô hình Z -score ban đầu áp dụng cho 

các doanh nghiệp sản xuất niêm yết trên thị 

trường chứng khoán. Sau đó, Altman và cộng 

sự (1998) đã điều chỉnh loại bỏ chỉ số tài chính 

“doanh thu/tổng tài sản” và thay đổi các trọng 

số so với mô hình gốc năm 1968 nhằm áp dụng 

phù hợp đối với thị trường mới nổi. Mức điểm 

Z-score càng cao thì sức khỏe tài chính của 

doanh nghiệp càng tốt.  

Nghiên cứu sau này (Lenard và cộng sự, 

2009; Võ Văn Nghị và Hoàng Cẩm Trang, 

2013) xác nhận rằng Z-score có thể là chỉ báo 

cho gian lận báo cáo tài chính, do mối quan hệ 

giữa khó khăn tài chính và thao túng lợi nhuận 

(DeAngelo và cộng sự, 1994; Rosner, 2003; 

Charitou và cộng sự, 2007; Chen và cộng sự, 

2010; Li và cộng sự, 2014). Các nghiên cứu 

khác (Beasley và cộng sự, 1999; Kinney và 

McDaniel, 1989; Mishra và Drtina, 2004) cũng 

cho thấy các doanh nghiệp có tình trạng tài 

chính kém có khả năng GLBCTC cao hơn so 

với doanh nghiệp bình thường, củng cố vai trò 

của Z-score trong việc phát hiện dấu hiệu bất 

thường tài chính. 

2.2. Mô hình Beneish M-score 

Beneish (1999) phát triển M-score, một mô 

hình thống kê nhằm xác định doanh nghiệp 

thao túng thu nhập bằng cách sử dụng 8 chỉ số 

tài chính, bao gồm: tỷ lệ khoản phải thu/doanh 

thu, lợi nhuận gộp biên, chất lượng tài sản, tăng 

trưởng doanh thu, khấu hao tài sản, chi phí bán 

hàng và quản lý, biến dồn tích kế toán/tổng tài 

sản, và đòn bẩy tài chính. Mô hình này phân 

loại doanh nghiệp có hoặc không có GLBCTC 

dựa trên một ngưỡng điểm nhất định. 

Nhiều nghiên cứu đã kiểm định độ chính 

xác của M-score tại các quốc gia khác nhau 

(Arshad và cộng sự, 2015; Herawati, 2015; 

Nguyen và Nguyen, 2016; Lotfi và Chadegani, 

2018; Hołda, 2020; Phạm Thị Mộng Tuyền, 

2019; Halilbegovic và cộng sự, 2020; Hoàng 

Hà Anh và cộng sự, 2022). Kết quả cho thấy 

mô hình có độ chính xác trung bình khoảng 
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75%, thậm chí một số nghiên cứu chỉ đạt 40% 

(Bảng 1). Một số học giả (Bhavani và 

Amponsah, 2017; Marais và cộng sự, 2023) đã 

khuyến nghị thận trọng khi sử dụng mô hình 

này do những hạn chế về độ chính xác. 

Để cải thiện hiệu suất dự báo, nhiều nghiên 

cứu mở rộng M-score bằng cách bổ sung biến 

tài chính (Kaminski và cộng sự, 2004; 

Kanapickienė và Grundienė, 2015; Zainudin 

và Hashim, 2016) hoặc tích hợp thông tin phi 

tài chính (Dechow và cộng sự, 2011). Dechow 

và cộng sự (2011) đã phát triển F-score, một 

biến số kết hợp dữ liệu tài chính và thông tin 

từ thị trường chứng khoán. Mô hình này đạt độ 

chính xác khoảng 65,9% khi F-score > 1, cho 

thấy xác suất cao doanh nghiệp gian lận. Mô 

hình Dechow F-score đã được kiểm định và 

mở rộng trong các nghiên cứu về nhận diện 

GLBCTC tại Việt Nam (Nguyễn Tiến Hùng và 

Võ Hồng Đức, 2017; Bùi Phương Chi và cộng 

sự, 2021; Trần Thị Giang Tân và cộng sự, 

2015; Dang và cộng sự, 2017; Nguyễn Tiến 

Hùng và cộng sự, 2018; Phạm Thị Mộng 

Tuyền, 2019).  

Bên cạnh phương pháp hồi quy logistic 

truyền thống, nhiều nghiên cứu đã áp dụng học 

máy để nâng cao độ chính xác dự báo (Green 

và Choi, 1997; Feroz và cộng sự, 2000; 

Gaganis, 2009; Lin và cộng sự, 2015; Hajek và 

Henriques, 2017; Jan, 2018; Hajek, 2019; 

Đặng Ngọc Hùng và cộng sự, 2022; Nguyen 

và cộng sự, 2022). Một số nghiên cứu còn kết 

hợp thông tin phi tài chính trong mô hình học 

máy để tối ưu hóa khả năng phát hiện gian lận 

(Ata và Seyrek, 2009; Omar và cộng sự, 2017; 

Lin và cộng sự, 2003; Kotsiantis và cộng sự, 

2006; Kirkos và cộng sự, 2007; Liou, 2008; 

Ravisankar và cộng sự, 2011; Lokanan và cộng 

sự, 2019). Tổng hợp từ các nghiên cứu trước 

đây cho thấy phương pháp học máy có hiệu 

suất dự báo cao hơn so với phương pháp thống 

kê truyền thống, đặc biệt khi tích hợp cả chỉ số 

tài chính và thông tin phi tài chính (Bảng 1). 

Bảng 1. Thống kê kết quả nghiên cứu nhận diện gian lận trong báo cáo tài chính 

MÔ HÌNH SỬ DỤNG CHỈ SỐ TÀI CHÍNH 

Phương pháp truyền thống 

STT Tác giả Quốc gia Thuật toán/Phương pháp 

Tỷ lệ mẫu 

(gian lận: 

không 

gian lận) 

Kết quả dự 

đoán 

gian lận 

tổng thể 

1 Persons (1995) Mỹ 
Hồi quy Logistic  

(Logistic regression) 

280:203 

(Nhiều: 1) 
64% 

2 
Kaminski và 

cộng sự (2004) 
Mỹ 

 Phân tích phân biệt  

(Discriminant analysis) 

79:79 

(1:1) 
42% 

3 

Kanapickienė và 

Grundienė 

(2015) 

Lithuania Hồi quy Logistic  

(Logistic regression) 

40:125 

(1:nhiều) 
84,80% 

4 
Arshad và cộng 

sự (2015) 
Malaysia 

Hồi quy Logistic  

(Logistic regression) 

24:24 

(1:1) 
83,30% 

5 
Tarjo và 

Herawati (2015) 
Indonesia 

Hồi quy Logistic  

(Logistic regression) 

35:35 

(1:1) 
77,10% 

6 
Nguyen và 

Nguyen (2016) 
Việt Nam Beneish M-Score 223:0 48,40% 

7 

Lotfi và 

Chadegani 

(2018) 

Iran 
Hồi quy Logistic  

(Logistic regression) 
137:0 66,03% 

8 Hołda (2020) Ba Lan Beneish M - score  
30:30 

(1:1) 
100% 
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9 
Halilbegovic và 

cộng sự (2020) 

Liên bang 

Bosnia và 

Herzegovi

na 

Beneish M-Score 68 79,41% 

10 

Hoàng Hà Anh 

và cộng sự 

(2022) 

Việt Nam 

Beneish M-Score 

Hồi quy Logistic  

(Logistic regression) 

38:65 

(1: nhiều) 
44,70% 

Phương pháp học máy 

11 
Green và Choi 

(1997) 
Mỹ 

Mạng nơ ron  

(Neural networks) 

86:95 

(1: nhiều) 
68,64% 

12 
Lin và cộng sự 

(2003) 
Mỹ 

Mạng nơ ron mờ  

(Neuron - Fuzzy) 20:80 

(1: nhiều) 

35% 

Hồi quy Logistic  

(Logistic regression) 
97% 

13 
Kotsiantis và 

cộng sự (2006) 
Hy Lạp 

Cây quyết định 

(Decision tree) 

41:123 

(1: nhiều) 

85,20% 

Mạng nơ ron nhân tạo 

(Artificial neural networks) 
36,60% 

Mạng niềm tin Bayesian 

(Bayesian Belief network) 
51,20% 

Hồi quy Logistic  

(Logistic regression) 
36,60% 

k - láng giềng gần nhất  

(k-Nearest Neighbour) 
56,10% 

 Máy vector hỗ trợ   

(Support vector machine) ) 
48,80% 

14 
Kirkos và cộng 

sự (2007) 
Hy Lạp 

Cây quyết định 

(Decision tree) 

38:38 

(1: 1) 

75% 

Mạng niềm tin Bayesian  

(Bayesian Belief network) 
91,70% 

Mạng nơ ron nhân tạo 

(Neural networks) 
82,50% 

15 Liou (2008) Đài Loan 

Hồi quy Logistic 

(Logistic regression) 3018:3019 

(1: 1) 

99,05% 

Mạng nơ ron 

(Neural networks) 
95,82% 

Cây quyết định 

(Decision tree) 
 95,59% 

16 
Ata và Seyrek 

(2009) 

Thổ Nhĩ 

Kỳ 

Cây quyết định 

(Decision tree) 

50:50 

(1: 1) 
67,92% 

17 
Ravisankar và 

cộng sự (2011) 

Trung 

Quốc 

Mạng thần kinh truyền thẳng 

đa lớp (Multiplayer Feed 

Forward Neural Network) 

101:101 

(1: 1) 

78,36% 

Máy vector hỗ trợ  

(Support vector machine)  
70,41% 

Lập trình di truyền  

(Genetic programming) 
94,14% 

Phương pháp xử lý dữ liệu 

nhóm  

(Group Method of Data 

Handling)  

93% 

Mạng nơ ron xác suất 

(Probabilistic Neural Network)  
98,09% 
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Hồi quy Logistic  

(Logistic regression) 
66,86% 

Mạng nơ ron  

(Artificial neural networks) 
77,36% 

18 
Omar và cộng 

sự (2017) 
Malaysia 

Mạng nơ ron nhân tạo 

(Artificial neural networks) 

75:475 

(1: nhiều) 
94,87% 

MÔ HÌNH SỬ DỤNG CHỈ SỐ TÀI CHÍNH KẾT HỢP THÔNG TIN PHI TÀI CHÍNH 

Phương pháp thống kê truyền thống  

19 

Trần Thị Giang 

Tân và cộng sự 

(2015) 

Việt Nam 
Hồi quy Logistic  

(Logistic regression) 

39:39 

(1: 1) 
80% 

20 

Nguyễn Tiến 

Hùng và Võ 

Hồng Đức 

(2017) 

Việt Nam 

Dechow F - score 

Hồi quy Logistic  

(Logistic regression) 

44:44 

(1: 1) 
75% 

21 
Dang và cộng sự 

(2017) 
Việt Nam 

Dechow F- score 

Hồi quy Logistic  

(Logistic regression) 

151:491 

(1: nhiều) 
78,21% 

22 

Nguyễn Tiến 

Hùng và cộng sự 

(2018) 

Việt Nam 
Hồi quy Logistic  

(Logistic regression) 

51:51 

(1: 1) 
72% 

23 
Phạm Thị Mộng 

Tuyền (2019) 
Việt Nam 

Hồi quy Logistic  

(Logistic regression) 

146:304 

(1: nhiều) 
40,40% 

Phương pháp học máy 

24 
Feroz và cộng 

sự (2000) 
Mỹ 

Mạng nơ ron nhân tạo 

(Artificial neural networks) 

42:90 

(1: nhiều) 
81% 

25 Gaganis (2009) 

Hy Lạp 

 Phân tích cấu trúc đa nhóm  

(Multi-group Hierarchical 

Discrimination) 

149:149 

(1: 1) 

86% 

Hàm tiện ích cộng chấm điểm 

và phân loại  

(Utilités Additives 

Discriminantes) 

80,49% 

Máy vector hỗ trợ  

(Support vector machine)  
84,15% 

Phân tích phân biệt  

(Discriminant analysis) 
84,10% 

 

Mạng nơ ron nhân tạo 

(Artificial neural networks) 
78,05% 

Hồi quy Logistic  

(Logistic regression) 
78% 

k-láng giềng gần nhất 

(k-Nearest neighbor) 
78,05% 

Mạng nơ ron xác suất  

(Probabilistic neural networks) 
78,05% 

26 
Abbasi và cộng 

sự (2012) 
Mỹ 

Máy vector hỗ trợ  

(Support vector machine)  

815:8191 

(1: nhiều) 

90,4%  

  

 

Bộ phân loại Naïve Bayes 

(Naïve Bayes) 
 

85,1%  
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Cây quyết định xen kẻ 

(Alternating decision tree) 
89,6%  

Rừng ngẫu nhiên  

(Random forest) 
85,7% 

Giảm lỗi bằng cách cắt tỉa cây 

(Reduced error pruning tree) 
88,8%  

k-láng giềng gần nhất 

(k-Nearest neighbor) 
86,5% 

Cắt tỉa gia tăng lặp lại để giảm 

lỗi  

(Repeated incremental pruning 

to produce error reduction) 

87% 

Hồi quy Logistic  

(Logistic regression) 
87,5% 

Mạng nơ ron nhân tạo 

(Artificial neural networks) 

86,5%  

 

27 
Lin và cộng sự 

(2015) 
Đài Loan 

Mạng nơ ron nhân tạo 

(Artificial neural networks) 

129:447 

(1: nhiều) 

92,8% 

Hồi quy Logistic  

(Logistic regression) 
90,3% 

Cây quyết định và phân loại 

(Classification and regression 

trees) 

88,5% 

28 
Liu và cộng sự 

(2015) 

Trung 

Quốc 

Rừng ngẫu nhiên  

(Random forest) 

138:160 

(1: nhiều) 

88%  

Máy vector hỗ trợ 

(Support vector machine)  
80,18% 

Cây hồi quy và phân loại 

(Classification and regression 

trees) 

66,43% 

k-láng giềng gần nhất 

(k-Nearest neighbor) 
60,11% 

Hồi quy Logistic 

(Logistic regression) 

42,91%  

 

29 

Hajek và 

Henriques 

(2017) 

Mỹ 

Hồi quy Logistic  

(Logistic regression) 

311:311 

(1: 1) 

74,53% 

Bộ phân loại Naïve Bayes  

(Naïve Bayes) 
57,83% 

Mạng niềm tin Bayesian  

(Bayesian Belief Networks) 
90,32% 

Bảng quyết định  

(Decision  

Table) 

Bộ phân loại Naïve Bayes  

(Naïve Bayes) 

89,50% 

Máy vector hỗ trợ  

(Support vector machine)  
77,95% 

Cắt tỉa gia tăng lặp lại để giảm 

lỗi (Repeated Incremental 

Pruning to Produce Error 

Reduction) 

87,01% 

Phần mở rộng của cây phân 

loại vào hồi quy (C4.5) 
86,10% 
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Cây hồi quy và phân loại 

(Classification and regression 

trees) 

86,10% 

Cây mô hình logistic 

(Logistic model trees) 
85,44% 

Mạng thần kinh truyền thẳng 

đa lớp (Multiplayer Feed 

Forward Neural Network) 

77,93% 

Mạng nơ ron phân loại 

perceptron (Voted perceptron) 
51,16% 

Học tập tổng hợp (đào tạo mô 

hình học tập độc lập)  

(Bagging) 

 

87,09% 

Rừng ngẫu nhiên  

(Random forest) 
87,50% 

Tăng cường thích ứng 

(Adaboost) 
77,29% 

30 Jan (2018) Đài Loan 

Mạng nơ ron nhân tạo 

(Artificial neural networks) +  

Cây hồi quy và phân loại 

(Classification and regression 

trees) 

40:120 

(1: nhiều) 

90,21% 

Mạng nơ ron nhân tạo 

(Artificial neural networks) +  

Phát hiện tương tác tự động 

Chi-square 

(Chi-square automatic 

interaction detector) 

90,06% 

Mạng nơ ron nhân tạo 

(Artificial neural networks) +  

Phần mở rộng của cây phân 

loại vào hồi quy (C5.0) 

87,39% 

Mạng nơ ron nhân tạo  

(Artificial neural networks) +  

Cây thống kê nhanh, không 

thiên vị, hiệu quả  

(Quick unbiased efficient 

statistical tree) 

83,50% 

Máy vector hỗ trợ  

(Support vector machine) +  

Cây hồi quy và phân loại 

(Classification and regression 

trees) 

86,18% 

Máy vector hỗ trợ  

(Support vector machine) +  

Phát hiện tương tác tự động 

Chi-square 

(Chi-square automatic 

interaction detector) 

79,75% 

Máy vector hỗ trợ  

(Support vector machine) +  

Phần mở rộng của cây phân 

loại vào hồi quy (C5.0) 

74,30% 

Máy vector hỗ trợ  

(Support vector machine) +  
77,17% 
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Cây thống kê nhanh, không 

thiên vị, hiệu quả  

(Quick unbiased efficient 

statistical tree) 

31 Hajek (2019) Mỹ 

Hệ thống dựa trên quy tắc mờ 

(Fuzzy rule-based system) 

311:311 

(1: 1) 

86,80% 

Mạng niềm tin Bayesian  

(Bayesian Belief Networks) 
89,80% 

Bảng quyết định  

(Decision Table)/ 

Bộ phân loại Naïve Bayes 

(Naïve Bayes) 

87,80% 

Rừng ngẫu nhiên  

(Random forest) 
90,40% 

32 
Omidi và cộng 

sự (2019) 

Trung 

quốc 

Mạng thần kinh truyền thẳng 

đa lớp  

(Multi-layer feed-forward 

neural network) 

910:1749 

(1: nhiều) 

 

97,30%  

  

  

  

 

Mạng nơ ron xác suất  

(Probabilistic Neural network) 
97,76% 

Máy vector hỗ trợ  

(Support vector machine)  

 

90,70% 

Mô hình logarit tuyến tính đa 

thức 

(Multinomial log-linear 

Model) 

 

89,40% 

Phân tích phân biệt  

(Discriminant analysis) 

 

90,50% 

33 
Craja và cộng sự 

(2020) 
Mỹ 

Hồi quy Logistic  

(Logistic regression) 

208:7341 

(1: nhiều) 

 

84,24%  

Rừng ngẫu nhiên  

(Random forest) 
87,39% 

Máy vector hỗ trợ  

(Support vector machine)  
82,80%  

Tăng cường độ dốc cực đại 

(Extreme gradient Boosting) 
90,83% 

Mạng nơ ron  

(Artificial neural networks)  
90,54%  

Phân tích cấu trúc đa nhóm  

(Multi-group Hierarchical 

Discrimination) 

65,06% 

Mô hình ngôn ngữ người học 

đa nhiệm không có giám sát 

(Language models are 

unsupervised multitask 

learners)  

69,34%  

 

34 Đài Loan Cây quyết định (Decision tree) 181:256 93,43% 
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Cheng và cộng 

sự (2021) 

(1: nhiều)  

Rừng ngẫu nhiên (Random 

forest) 

98,92% 

 

Bộ phân loại cây bổ sung 

(ExtraTree) 

 

97,56% 

Mạng nơ ron nhân tạo 

(Artificial neural networks)  

85,47% 

 

35 

 

Đặng Ngọc 

Hùng và cộng sự 

(2022) 

Việt Nam 
Rừng ngẫu nhiên (Random 

forest) 

467:1768 

(1: nhiều) 
91% 

36 

Nguyễn Anh 

Phong và cộng 

sự (2022) 

Việt Nam 

Mạng nơ ron nhân tạo 

(Artificial neural networks) 

Beneish M- Score 

227:637 

(1: nhiều) 

97% 

Mạng nơ ron nhân tạo 

(Artificial neural networks)  

Atman Z- Score 

89% 

Máy vector hỗ trợ  

(Support vector machine)  

Beneish M- Score 

97% 

Máy vector hỗ trợ  

(Support vector machine)  

Atman Z- Score 

95% 

37 
Cao và cộng sự 

(2024) 
Việt Nam 

Rừng ngẫu nhiên  

(Random forest) 

Mạng nơ ron nhân tạo 

(Artificial neural networks)  

2235 

91% 

 

99% 

38 
Ali và cộng sự 

(2023) 
 

Hồi quy Logistic  

(Logistic regression) 

Cây quyết định (Decision tree) 

Máy vector hỗ trợ  

(Support vector machine)  

Rừng ngẫu nhiên (Random 

forest) 

Tăng cường thích ứng 

(AdaBoost) 

Tăng cường độ dốc cực đại 

(Extreme gradient Boosting) 

102: 1798 

(1: nhiều) 

73,8% 

82,2% 

88,8% 

80,5% 

83,3% 

93,6% 

Nguồn: Tác giả tổng hợp 

3. Đánh giá nghiên cứu đã thực hiện và đề 

xuất hướng nghiên cứu 

3.1. Tổng quan kết quả nghiên cứu trước 

Các mô hình nhận diện GLBCTC chủ yếu 

dựa trên chỉ số tài chính hoặc kết hợp với thông 

tin phi tài chính. Việc sử dụng các chỉ số tài 

chính xuất phát từ quy định về trách nhiệm của 

kiểm toán viên trong phát hiện gian lận, thông 

qua thủ tục phân tích để đánh giá rủi ro sai sót 

trọng yếu (Thornhill, 1995; Kaminski và cộng 

sự, 2004; Albrecht và cộng sự, 2008). Thủ tục 

này bao gồm phân tích xu hướng, tỷ lệ tài 

chính, và kiểm tra tính hợp lý của dữ liệu 

doanh nghiệp (Kaminski và cộng sự, 2004).  

Mặc dù phương pháp này hữu ích trong 

việc phát hiện bất thường, nhiều nghiên cứu 

thực nghiệm chỉ ra hạn chế của chỉ số tài chính 

trong dự báo gian lận (Kaminski và cộng sự, 

2004; Nia, 2015). Điều này phản ánh sự thay 

đổi trong cách thức thao túng báo cáo tài chính, 

làm giảm độ chính xác của các mô hình truyền 

thống. Bhavani và Amponsah (2017) cũng 

nhấn mạnh rằng không có một công cụ duy 
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nhất nào có thể phát hiện gian lận hiệu quả. Do 

đó, nhiều nghiên cứu đã bổ sung thông tin phi 

tài chính để cải thiện độ chính xác của mô hình 

nhận diện gian lận. Thông tin phi tài chính 

được các học giả định nghĩa là những thông tin 

bổ sung cho thông tin tài chính và nó có thể 

bao hàm đến các chủ đề rộng hơn cả trách 

nhiệm xã hội (CSR), môi trường, xã hội, quản 

trị doanh nghiệp (ESG) và tính bền vững 

(Tarquinio, 2020). Thông tin phi tài chính giúp 

gia tăng sự hiểu biết sâu sắc và toàn diện hơn 

về đơn vị. Do đó, các nghiên cứu đã khai thác 

thông tin phi tài chính nhằm tìm kiếm các dấu 

hiệu giúp nhận diện GLBCTC. Các thông tin 

phi tài chính đưa vào mô hình dựa trên nền 

tảng Lý thuyết tam giác gian lận được đề xuất 

bởi Cressey (1953). Lý thuyết này giải thích 

nguyên nhân gian lận xuất phát từ 3 yếu tố áp 

lực, cơ hội và hợp lý hóa. Nhiều học giả đã sử 

dụng các thông tin phi tài chính đại diện cho 

các yếu tố của tam giác gian lận để nghiên cứu 

dự đoán GLBCTC. Ngoài ra, Lý thuyết đại 

diện của Jensen và Meckling (1976) và Lý 

thuyết bất cân xứng thông tin của Akerlof 

(1970) đề cập việc tồn tại sự khác biệt về lợi 

ích và sự bất cân xứng thông tin giữa người ủy 

quyền (chủ sở hữu) và người đại diện (nhà 

quản lý) có thể tạo ra một môi trường trong đó 

gian lận có nhiều khả năng phát sinh hơn (Ali 

và cộng sự, 2020). Các lý thuyết này góp phần 

làm rõ bản chất của GLBCTC và được các 

nghiên cứu sử dụng làm cơ sở cho việc bổ sung 

và lựa chọn các biến đưa vào mô hình dự đoán 

đặc biệt là thông tin phi tài chính liên quan đến 

yếu tố về quản trị doanh nghiệp. 

Bên cạnh đó, phương pháp học máy ngày 

càng được ứng dụng rộng rãi trong phát hiện 

gian lận. Ban đầu, các nghiên cứu sử dụng hồi 

quy logistic, nhưng với sự phát triển của công 

nghệ, các kỹ thuật học máy như Mạng nơ-ron 

nhân tạo (Artificial neural networks), Máy 

vector hỗ trợ (Support vector machine), Cây 

quyết định (Decision tree), Rừng ngẫu nhiên 

(Random forest), Mạng niềm tin Bayesian 

(Bayesian Belief Networks), và Lập trình di 

truyền (Genetic programming) đã chứng minh 

độ chính xác cao hơn trong phân loại gian lận. 

Sự ưu việt của học máy trong dự đoán gian lận 

được giải thích qua hai lý do chính. Thứ nhất, 

các mô hình thống kê truyền thống dựa trên các 

giả định về tính tuyến tính, phân phối chuẩn và 

độc lập giữa các biến, nhưng với số lượng biến 

ngày càng gia tăng, điều này dễ dẫn đến vi 

phạm các giả định, ảnh hưởng đến hiệu suất dự 

báo (Breiman, 2001). Trong khi đó, học máy 

không yêu cầu cấu trúc mô hình cố định, giúp 

xử lý dữ liệu có tương quan cao và không cần 

giả định về phân phối (Carmichael và Marron, 

2018). Thứ hai, học máy dựa trên Lý thuyết 

học thống kê, cho phép xây dựng các hàm dự 

đoán tối ưu từ dữ liệu lớn và phức tạp (Bennett 

và cộng sự, 2022). Các thuật toán học máy có 

thể phát hiện các khuôn mẫu ẩn trong dữ liệu 

mà phương pháp truyền thống không nhận diện 

được (Carmichael và Marron, 2018), từ đó 

nâng cao độ chính xác của mô hình dự báo. 

Dựa trên những phát hiện trên, các hướng 

nghiên cứu tiềm năng bao gồm việc tích hợp 

dữ liệu phi tài chính vào mô hình học máy 

nhằm cải thiện hiệu suất dự báo, phát triển mô 

hình kết hợp giữa các kỹ thuật học máy tiên 

tiến như Deep Learning và Ensemble Learning 

để tối ưu hóa khả năng nhận diện gian lận, 

cũng như mở rộng ứng dụng học máy trong bối 

cảnh thị trường mới nổi, đặc biệt là Việt Nam, 

nơi gian lận tài chính vẫn là một thách thức 

lớn. Nhìn chung, học máy đang trở thành xu 

hướng tất yếu trong nghiên cứu nhận diện gian 

lận báo cáo tài chính, giúp nâng cao hiệu suất 

dự đoán và hỗ trợ các bên liên quan trong việc 

phát hiện gian lận sớm hơn. 

3.2. Đề xuất hướng nghiên cứu 

3.2.1. Tính cấp thiết và những thách thức trong 

nghiên cứu nhận diện GLBCTC tại Việt Nam 

Học máy là một trong số các thành tựu của 

sự phát triển khoa học công nghệ trên thế giới. 

Dù chỉ là một nhánh của trí tuệ nhân tạo nhưng 
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đã cung cấp một công cụ tính toán phục vụ khai 

thác và phân tích dữ liệu, hữu ích trong việc 

trích xuất thông tin, nhận dạng khuôn mẫu dữ 

liệu và dự đoán (Ge và cộng sự, 2017). Nó cho 

thấy tiềm năng mang lại lợi ích to lớn của việc 

phát triển khoa học công nghệ. Nhận thức được 

điều này, Đảng và nhà nước ta luôn đề cao tầm 

quan trọng của việc phát triển khoa học công 

nghệ và xem đây là quốc sách hàng đầu. Chủ 

trương này được thể hiện trong các Nghị quyết 

tại các kỳ đại hội Đảng. Chẳng hạn như Chiến 

lược phát triển kinh tế - xã hội 10 năm 2021 - 

2030 được thông qua tại Đại hội XIII nhấn 

mạnh “Phát triển mạnh mẽ khoa học, công 

nghệ, đổi mới sáng tạo và chuyển đổi số là 

động lực chính để tăng trưởng kinh tế”. Nhờ 

có sự định hướng của nhà nước cùng với sự 

năng động của các tổ chức, doanh nghiệp, 

bước đầu Việt Nam đã đạt được những thành 

tựu đáng ghi nhận về phát triển khoa học công 

nghệ trong nhiều lĩnh vực bao gồm cả kinh tế, 

tài chính. Đặc biệt là việc ứng dụng trí tuệ nhân 

tạo (học máy) đã được chú trọng trong hoạt 

động của tổ chức, doanh nghiệp cũng như hoạt 

động nghiên cứu dự báo những vấn đề liên 

quan đến kinh tế vĩ mô, tài chính. Tuy nhiên, 

đối với việc dự đoán GLBCTC tại Việt Nam, 

số lượng nghiên cứu nói chung và số lượng sử 

dụng phương pháp học máy nói riêng còn hạn 

chế (Bảng 1). Trong khi đó, hành vi GLBCTC 

đặc biệt là ở các doanh nghiệp niêm yết Việt 

Nam vẫn còn tồn tại với các thủ thuật thực hiện 

và che giấu ngày càng tinh vi. Các vụ việc 

GLBCTC này thường liên quan đến các sai 

phạm trong hoạt động quản trị doanh nghiệp 

và kiểm toán, dẫn đến những thiệt hại đặc biệt 

nghiệm trọng. Hậu quả của GLBCTC không 

chỉ ảnh hưởng đến thị trường tài chính mà còn 

tác động tiêu cực đến tình hình kinh tế - xã hội 

điển hình như vụ bê bối tài chính của tập đoàn 

Vạn Thịnh Phát. Do đó, việc nghiên cứu nhận 

diện GLBCTC, đặc biệt là vận dụng các 

phương pháp học máy hiện đại theo xu hướng 

của thế giới là điều cần thiết nhằm cung cấp 

công cụ hữu ích giúp cảnh báo sớm cho các 

bên liên quan.  

Việc nghiên cứu chủ đề này trong bối cảnh 

Việt Nam có thể gặp phải những thách thức 

liên quan đến dữ liệu, nguồn nhân lực và cơ sở 

hạ tầng công nghệ. Hiện nay, Việt Nam chưa 

có cơ sở dữ liệu công khai về GLBCTC. Bên 

cạnh đó, dữ liệu về thông tin tài chính và phi 

tài chính phục vụ cho việc lựa chọn các 

biến/thuộc tính đưa vào mô hình dự đoán còn 

rời rạc, chưa đầy đủ. Trong khi đó, đối với 

phương pháp học máy, chất lượng dữ liệu đầu 

vào là yếu tố quan trọng nhất quyết định kết 

quả đầu ra do dựa trên nguyên lý học tập từ dữ 

liệu (Mahesh, 2020). Ngoài ra, nước ta còn 

thiếu hụt nguồn nhân lực liên ngành vừa am 

hiểu chuyên môn về kinh tế, tài chính, kế toán 

và trí tuệ nhân tạo (học máy). Đồng thời, cơ sở 

hạ tầng phục vụ khai thác dữ liệu chưa đủ 

mạnh để xử lý dữ liệu lớn. Đây là những trở 

ngại trong việc ứng dụng trí tuệ nhân tạo (học 

máy) trong hoạt động nghiên cứu kinh tế nói 

chung và phát hiện GLBCTC nói riêng.  

3.2.2. Đề xuất hướng nghiên cứu 

a) Mô hình nghiên cứu 

Mặc dù nhiều nghiên cứu về nhận diện 

GLBCTC đã sử dụng chỉ số tài chính và thông 

tin phi tài chính, nhưng phần lớn đều kế thừa 

từ các mô hình truyền thống. Tại Việt Nam, 

các nghiên cứu chủ yếu áp dụng Altman Z-

score, Beneish M-score, Dechow F-score, 

trong khi số lượng nghiên cứu kết hợp mô hình 

hoặc bổ sung biến số mới còn hạn chế. Do đó, 

việc mở rộng và tích hợp thêm chỉ số tài chính 

chưa được khai thác cùng với các yếu tố phi tài 

chính có thể cải thiện độ chính xác và độ tin 

cậy của mô hình dự đoán gian lận. 

b) Phương pháp nghiên cứu 

Biến phụ thuộc trong hầu hết các mô hình 

nhận diện gian lận là biến nhị phân “Gian lận 

báo cáo tài chính”, với hai giá trị: có gian lận 

và không gian lận. Các nghiên cứu quốc tế 
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thường dựa vào dữ liệu công khai từ cơ quan 

chức năng, trong khi tại Việt Nam, gian lận chủ 

yếu được xác định qua chênh lệch lợi nhuận 

trước và sau kiểm toán do thiếu nguồn dữ liệu 

chính thức. Tuy nhiên, gian lận tài chính mang 

bản chất cố ý, tạo ra thách thức trong việc đo 

lường và xác định thang đo phù hợp. Do đó, 

cần có nghiên cứu bổ sung để đảm bảo tính 

chặt chẽ và chính xác trong việc phân biệt sai 

sót kế toán và gian lận có chủ đích. 

Hầu hết các mô hình định lượng tại Việt 

Nam vẫn dựa trên hồi quy logistic, trong khi 

các nghiên cứu áp dụng học máy còn hạn chế. 

Do đó, việc ứng dụng phương pháp học máy 

trong mô hình nhận diện gian lận tài chính là 

cần thiết nhằm nâng cao hiệu suất dự đoán và 

tối ưu hóa khả năng phát hiện gian lận trong 

bối cảnh doanh nghiệp Việt Nam. 

c) Phạm vi nghiên cứu 

Các nghiên cứu về GLBCTC tại Việt Nam 

chủ yếu tập trung vào doanh nghiệp niêm yết 

trên một sàn giao dịch chứng khoán (HOSE 

hoặc HNX), trong khi rất ít nghiên cứu mở 

rộng trên cả ba sàn giao dịch (HOSE, HNX, 

UpCom). Do đó, việc mở rộng phạm vi nghiên 

cứu để bao quát toàn bộ doanh nghiệp niêm yết 

có thể mang lại đóng góp quan trọng cả về mặt 

lý thuyết lẫn thực tiễn, giúp xây dựng một mô 

hình nhận diện gian lận phù hợp hơn với thị 

trường tài chính Việt Nam. 

4. Kết luận 

GLBCTC là một chủ đề thu hút sự quan tâm 

rộng rãi trong giới học thuật, dẫn đến sự ra đời 

của nhiều mô hình định lượng nhằm dự báo và 

phát hiện gian lận. Các mô hình truyền thống 

như Altman Z-score, Beneish M-score, 

Dechow F-score vẫn được sử dụng và mở 

rộng, trong khi các phương pháp hiện đại, đặc 

biệt là học máy, ngày càng được ứng dụng để 

nâng cao độ chính xác và hiệu suất dự đoán. 

Tại Việt Nam, dù đã có một số nghiên cứu 

về chủ đề này, nhưng số lượng còn hạn chế và 

chưa khai thác đầy đủ tiềm năng của dữ liệu 

phi tài chính và công nghệ học máy. Tổng quan 

nghiên cứu cho thấy đa số các mô hình hiện tại 

vẫn tập trung vào chỉ số tài chính, trong khi 

việc tích hợp thêm các yếu tố khác có thể giúp 

tăng cường khả năng phát hiện gian lận. Do đó, 

việc mở rộng nghiên cứu theo hướng ứng dụng 

học máy và kết hợp dữ liệu phi tài chính là cần 

thiết để hoàn thiện nền tảng lý thuyết và cung 

cấp giải pháp thực tiễn cho thị trường tài chính 

Việt Nam.
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