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TOM TAT

Bai bdo dé xuat phuong phap nhan dang cam xic qua giong noi st dung mang no-ron té
bao (CeNNs) voi ludt hoc Perceptron hdi quy (RPLA: Regression Perceptron Learning
Algorithm), mot gidi phap méi. M6 hinh phan loai cac cam xtc thanh hai nhom: tich cuc va tiéu
cuc tir tin hiéu 4m thanh. Thir nghiém dugc tién hanh trén bo dit liéu hop nhit tir bdn co so dir
liu gbc (EmoDB, SAVEE, TESS, CREMA-D) v6i 10.257 miu cho thay, CeNNs niam 16p dat
dd chinh xac 82%=+0,02 (p=0,0001 so vdi Transformer), vugt trdi hon cac moé hinh Gaussian
Mixture Models (GMM, 68%), Support Vector Machines (SVM, 72%), Long Short-Term
Memory (LSTM, 75%) va Transformer (80%). D9 tré xir li trung binh 50 ms hd tro ing dung
thoi gian thyc. Nghién ciru gop phan cai thién tuong tac ngudi — may trong tro li 4o, dich vu
khach hang va hd tro sirc khoe tim than.

Tir khéa: ludt hoc Perceptron hoi quy, mang no-ron té bdo, nhin dang cam xiic, phdn
tich giong noi.

APPLICATION OF CELLULAR NEURAL NETWORKS WITH
THE RECURRENT PERCEPTRON LEARNING ALGORITHM
FOR SPEECH EMOTION RECOGNITION

ABSTRACT

The paper proposes a novel approach to speech emotion recognition using Cellular Neural
Networks (CeNNs) with the Recurrent Perceptron Learning Algorithm (RPLA). The model
classifies emotions into two categories: positive and negative, based on audio signals.
Experiments conducted on a combined dataset of four original databases (EmoDB, SAVEE,
TESS, CREMA-D) with 10,257 samples show that a five-layer CeNNs model achieves an
accuracy of 82% =+ 0.02 (p = 0.0001 compared to Transformer), outperforming Gaussian
Mixture Models (GMM, 68%), Support Vector Machines (SVM, 72%), Long Short-Term
Memory networks (LSTM, 75%), and Transformers (80%). An average processing latency of
50 ms supports real-time applications. This research enhances human-machine interaction in
virtual assistants, customer service, and mental health support.

Keywords: cellular neural networks, recurrent perceptron learning algorithm, speech
emotion recognition, speech processing.
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1. PAT VAN BE

Nhdn dang cam xGc qua giong noi
(Speech Emotion Recognition — SER) dong
vai tro quan trong trong cai thién tuong tac
ngudi — may, hd trg cac ing dung nhu tro 1i
40, cham soc khach hang va chan doan strc
khoe tam than (E1 Ayadi va cs., 2011). Cac hé
tri tu€ nhan tao hién nay chu yéu phan tich ndi
dung ngdén ngit, nhung kha nang nhén dién
cam xuc qua dac trung phi ngdn ngtr (am
diéu, ngir diéu, toc d6 noi) con han ché. SER
khong chi nang cao trai nghiém nguoi ding
ma con ¢o tiém nang trong hd trg phat hién
1di loan tam li (Akgay & Oguz, 2020).

Trong thuc tién, viéc nhan dang cam xuc
giup cac trung tdm cham soc khach hang phan
hoi phu hop hon véi tim trang nguoi goi,
gilip gido vién trong cac 16p hoc truc tuyén
theo ddi su tap trung va trang thai cam xuc
ctia hoc sinh va dic biét ¢6 thé hd trg y, bac
si trong viéc phat hién sém cac r6i loan tam li
nhu trAm cam, lo au. Tai Viét Nam, nhu ciu
tmg dung SER trong dich vu sb, téng dai
thong minh va y té tir xa dang ngdy cang gia
tang (Nguyen va cs., 2024).

Céc phuong phap truyén théng nhu GMM
(~68% @d6 chinh xac), SVM (~72%) phu
thuéc vao diac trung thu cong nhu Mel-
Frequency Cepstral Coefficients (MFCC) va
Short-Time Fourier Transform (STFT), dan
dén hiéu suat thap va yéu cau tinh toan cao
(Anagnostopoulos va cs., 2015; Schuller va
cs., 2011). Cac mo hinh hoc sau nhu LSTM
(~75%) va Transformer (~80%) céi thi¢n
trich xuét dic trung ty dong, nhung do tré xir
li cao (100 — 150 ms) khién chung khong tdi
uu cho ung dung thoi gian thuc (Issa va cs.,
2020; Mustageem & Kwon, 2020). Gan day,
md hinh két hop 1D-CNN-LSTM-GRU dat
hiéu suit cao (93 — 95% trén TESS,
RAVDESS) nhd MFCC, Zero-Crossing Rate
va tang cuong dir li€u, nhung doi hoi tai
nguyén tinh toan l6n (Rayhan Ahmed va cs.,
2023). Tuong tu, wav2vec 2.0 hi¢u qua trén
dir liéu da ngdn ngt nhu IEMOCAP, nhung
khong phu hop trong méi truong tai nguyén
han ché (Sharma, 2022).

CeNNs, do Chua va Yang d& xuét (Chua
& Yang, 1988), 1a kién trac xur li tin hiéu song
song, hiéu qua véi dir liéu dang lu6i nho két
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ndi cuc bo va tinh toan nhanh (Roska & Chua,
1993). Du duogc tng dung nhiéu trong xu 1i
anh, CeNNs it dugc khai thac trong SER. Két
hop véi RPLA (Guzelis & Karamahmut,
1994), CeNNs c6 tiém nang dat hiéu suit cao
v6i do tré thap. Tuy nhién, nhiéu nghién ctru
SER chi dung mot bd dir li€u, gay thién 1&€ch
danh gia (Latif va cs., 2023), hodc nhay voi
nhiéu thue té (> 0,01 dB), doi hoi taing cuong
dit lidu tién tién (Chakraborty va cs., 2019).

Nghién ctru ndy dé xuat mo hinh CeNNs
cai tién (loai bo ma trdn ngudng, dung da 1op
tuan tu) véi RPLA dé phan loai cam xuc nhi
phan (tich cuc/tiéu cyc), nham dat d6 chinh
xéac cao va do tré thap trong moi truong tai
nguyén han ché. M6 hinh dugc danh gia trén
b6 dit liéu hop nhét tir bdn co s& dit liéu chuan
(EmoDB, SAVEE, TESS, CREMA-D) dé
dam bao tinh bén vimg va giam thién 1éch.
Véan dé dat ra: mo hinh CeNNs véi RPLA ¢6
cai thién hiéu suit nhan dang cam xtc qua
giong ndi so voi cac phuwong phap hién dai
trong diéu kién tai nguyén han ché khong?
2. PHUONG PHAP NGHIEN CUU
2.1. Téng quan phwong phap

Nghién ctru dé xuit phuong phap nhan
dang cam xuc qua giong ndi dua trén CeNNs
cai tién v6i RPLA. CeNNs str dung ludi hai
chiéu voi két ndi cuc bo dé xur 1i hidu qua di
li¢u dang ludi nhu Mel- Spectrogram (Chua &
Yang, 1988). M6 hinh cai tién bao gém loai
b6 ma trin ngudng va ap dung ciu trac da 16p
tuan tu, giam d6 phic tap tinh toan nhung duy
tri hiéu suat phan loai. RPLA (Guzelis &
Karamahmut, 1994) t5i uu hoa trong sb
CeNNs qua cac vong lap hdi quy, dat do tré
xtr li trung binh 50 ms. Phuong phap phan
loai cam xuc nhi phan (tich cuc/ti€u cuc) tir
tin hiéu 4m thanh vuot trdi vé do chinh xéc va
hiéu qua tinh toan so voi LSTM, Transformer
va CNN-LSTM.
2.2. Bj dirliu va tién xir Ii

Bo dit liéu (Dataset) duge hop nhét tir bon
co s& dir liéu chuén (Bang 1) gdm 10.257 miu
am thanh (Agnihotri, 2017; Lok, 2020a,
2020b, 2020c). Dt liéu duge chia ngdu nhién
¢6 kiém soat: 80% huén luyén (8.206 mau) va
20% kiém tra (2.051 mau). Pé xir li tinh
khong dong nhat (ngdn ngit Anh/ Pirc, chat



lwong 4m thanh), miu 4m thanh duoc chuin
hoa vé tan s 14y mau 16 kHz va ting cuong
bang nhiéu tring 0,01 dB (Badshah va cs.,
2017). Cam xuc dugc anh xa thanh hai nhém:
tich cuc (vui, ngac nhién; 2.359 mau, 23%)

KHOA HOC KY THUAT VA CONG NGHE

va tiéu cuc (budn, gian, s, chan ghét, trung
lap; 7.898 mau, 77%). Nhom thiéu s duoc
can bang dung ki thuat Synthetic Minority
Oversampling Technique (SMOTE) (Chawla
va cs., 2002).

Béang 1. Cac bg dir liéu nhin dién cadm xuc

Dir liéu

M0 ta

EmoDB Dataset tir Vién Khoa hoc Truyén thong, }?ai hoc Ki thuét Berlin, DPtrc, gém 535
cau noi tu 10 dien vién chuyén nghiép, thé hién 7 cam xuc (Agnihotri, 2017).

SAVEE  Dataset gém 480 cAu ndi tir 4 dién vién nam, thé hién 7 cam xtic khac nhau (Lok,

2020b).

TESS

Dataset gom 2.800 mau, v6i 200 tir trong cum “Say the word” do hai dién vién

(26 va 64 tudi) thé hién, bao gdm 7 cam xuc (Lok, 2020c).

CREMA-D Dataset gdm 7.442 doan 4m thanh tir 91 dién vién (48 nam, 43 nit, do tudi 20-
74, da dang chung tdc), voi 12 cau dugc chon, thé hién 6 cam xuc (Lok, 2020a).

Quy trinh tién xir Ii

~ Chuén héa d¢ dai 4m thanh vé& 2 s tai tan
s0 lay mau 16 kHz (Hinh 2):
1. Ap dung Short-Time Fourier Transform
(STFT) voi cura 86 25 ms, hop length 10 ms
dé tao spectrogram.

2. Tao Mel-Spectrogram voi 128 bo loc Mel,
ap dung phép logarit dé giam do 1éch gia tri.

3. Tinh dao ham bac 1 (téc d9) va bac 2
(gia toc), tao ma tran dau vao [128, 200, 3].

S6 khung téi da (N _frames) dugc tinh theo

N_frame = floor (%), (1)

trong do: T =2 s (d0 dai am thanh), h =
0,01 s (Hop Length), floor(-) 1a ham lam
tron xudng. Thay T, h vao (1), N_frames =
floor(2/0,01) = 200, dam bao sd khung
thoi gian 1a 200, khép véi kich thude ma tran
dau vao [128, 200, 3].

—*  Happy b— .
{Positiwj
‘ > Neural '— -
W | >

— »[_\'-.:@{;e
—> Fear }— ~ .

Sd )

Hinh 1. So' d6 tong hop nhiin cam xic
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Qua trinh xir 1i dir liéu tong thé tién hanh
theo ludng: dir 1iéu 4m thanh chuan hoa vé 46
dai 2 s, sau d6 bién d6i STFT (Short Time
Fourier Transform). Tir STFT chuyén dit liéu
tiéng néi thanh biéu d6 Spectrogram theo
cong thirc sau:

Fr@l= [ f@ededn ()

Tur Spectrogram thu thap dugc bién do
phé. Sau khi c6 bién do phd, nén ching dé tro
thanh Mel-Spectrogram. Dit li€u nay s€ dugc
di qua ham logarit dé thu nho d6 chénh léch,
ta duoc mot kénh dau tién. Hai chiéu tiép theo
lan luot dao ham lan tht nhét 13y toc do dir
lidu va 1an tht hai lay gia toc cua dit lidu do.
So d6 ludng xir 1i dit liéu dwoc minh hoa trong
Hinh 2.

L Chuin héa STFT:
File 4m thanh —» ¢ dai Spectrogram
Log - Mel Mel n am 4 R
Spectrogram Spectrogram Bien dg pho
Pao ham Pao ham Stack 3 kénh
bic1 bic 2 (Mel, A, AA)

Hinh 2. So' d6 ludng xir Ii dir liéu
Sau khi xr i tir mot tép dit liéu tiéng ndi
dang file.wav ta thu dugc mdt ma trén c6 kich
thudc [n_mel, max_frames(m_f), channel]
dam bao phu hop voi dau vao ciia CeNNgs,
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v6i n_mel 14 sb lugng dic trung thu duogc tir
phé Mel; channel 1a s6 chiéu cua dit lidu (v6i
nghién ctru ndy channel =3); m_f1a chiéu dai
t6i da ctia mot khung (frame) duoc tinh theo
cong thic (3). Trong d6, Sample rate 13 tin
s6 1dy mau,; Duration 13 tong thoi gian cua
doan 4m thanh; FFT size 14 s6 mau dugc dung
cho mdi phép bién d6i Fourier rdi rac quy
dinh do phan giai tan s6; Hop size la budc
nhay (S6 mau bo qua) gitta cic ctra s6 phan
tich, quy dinh d6 chong lap gitra cac khung.

Sample ratexDuration—FFT size
Hop size

2.3. Mang no ron té bao (CeNNs)

CeNNs duoc to chuc dudi dang ludi hai
chiéu, moi no-ron chi két ndi voi cac no-ron
lan céan trong ban kinh r = 1.

c dxi_j(t) _ 1

T LI Z

Ry D)

trong do: x;;(t) 1a trang thai; y;;(t) 1a daura;
u;;(6)1a déu vao; A 1a ma tran miu phan hoi
(Feedback Template) xac dinh anh huong cta
dau ra cac té bao lan can dén trang thai hién
tai; B 1a ma tran diéu khién (Control
Template) xac dinh tin hiéu dau vao ngoai
anh huong dén trang thai hién tai (, j). I lama
trdn ngudng (Bias) giip md hinh tranh qua
khop (Overfitting) va xac dinh ngudng
chuyén trang thai dau ra. Ham tuong tac dau
ra clia mang no-ron té bao nhu sau:

Ma tran diéu khién dau vao | Neudng:

B

AG ik Dyia () + )

Trang thai no-ron tai vi tri (i, j) dugc tinh
bing tong trong sb tir diu ra no-ron lan cin
(qua ma tran phan hoi 4), dau vao bén ngoai
(qua ma tran diéu khién B) va gia tri
ngudng, sau do ap dung ham kich hoat
sigmoid tuyén tinh

fl) =

4)

Dau ra no-ron 1a gia tri trang thai sau ham
sigmoid. Khi mang dat trang thai on dinh, gia
tri trang thai khong ddi theo thoi gian. Do
phtrc tap tinh toan ciia CeNNs la 0(N?), véi
N =128x 200 (Roska & Chua, 1993).
Phuong trinh cép nhat trang thai cia CeNNs
duogc trinh bay trong cong thure (5)

1+ex

B(l,], k, l)uk’l +I, (5)

(kD)

1 1
yi®) = s+ 1= s|x =1 (6)
2 2

Phuong trinh dau vao: u; =E ;. (7)
Cac diéu kién rang budc:
|ul-,j| <1 .

Céc diéu kién rang budc vé tinh dbi xtimg:
A(,Ji kD) = Ak, L; 1, )),
voi 1<i<M;1<j<N;
[I—r<k<i+rj-r<k<j+r. (9

Diu vio x;,t) Daura ); 1)
U B¢ tich phan » fix) -
i
.|
T -I/R, |«
Diu vio tir cac lan cin Ma trin phan héi d4u ra
g A
Phan hoi tir cac 1an cén Vil

-

Hinh 3. So dd khdi ciia mdt no ron té bao
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2.4. Luét hoc Perceptron hdi quy

RPLA 14 thudt todn hoc gidm sat mé rong
tr Perceptron ¢ dién. Viéc huin luyén
CeNNs ¢ trang thai 6n dinh bing cach diéu
chinh bd trong sb dua trén sai s6 dau ra, sir
dung hoi quy dé tai sir dung dau ra no-ron qua
céc vong lap. Qua trinh hoc ctia RPLA gom:

Buwéc 1: Khéi tao trong so W c6 thé dugc
khoi tao ngau nhién hoac bang 0.

Bude 2: Tinh todn sai sé: Sai sb s& dugce
tinh bang céch st dung cong thuc:

red
eij — x_l’_ _ x‘a'ctual.

ij i (10)
Buéc 3: Cip nhit trong sé RPLA: cap
nhdt cac trong s6 dya theo quy tic hoc
Perceptron:

AWija =1 - e Zyy ; (11)
_ Lép Ldp
| R CeNNs 1 CeNNs2 |

[128,200,3]  [128,200,128] [128,200,128]

CENNS 3 Po:}lmg _ Pooling |

[128, 200.128]

KHOA HOC KY THUAT VA CONG NGHE

i;'l;c?;/v = l]kl + AVl/l]kl ’

trong do: 5 1a toc d6 hoc; e;j la sai s tai (i),
Zy; 12 thanh phan tuong g cua vector dau
vao mo rong tu diém lan can (k, /) anh huong
deén diém (3, j).
Buwoce 4: Lap: 1ap lai cac budce 2, 3 trén toan
b(:) tap dir liéu; giirng khi sai s0 tong thé dat
dén ngudng chap nhén hodc hoan thanh s6
vong lap toi da.
2.5. Kién triic mé hinh cai tién

Mo hinh CeNNs cii tién dugc thiét ké
nham can bang gitra kha nang trich xuat dac
trung va toc do xtr 1i thoi gian thyc. M6 hinh
nay loai bo ma tran ngudng va st dung tur 1
dén 5 16p CeNNs tuan tu, voi ban kinh lan
can » va ham kich hoat sigmoid tuyén tinh
(Chua & Yang, 1988) (Hinh 4).

Lop
CeNNs 4

[64 100,128]  [64, 100,128]

—

Biura

FEPLA

Lop
CeNNs 5

]47

[Tich cue/Tiéu cuc)

(Té1ru hoa trong s6)

[64, 100,128]

Hinh 4. Kién tric mé hinh CeNNs cii tién

Pau vao cia CeNNs 1a ma trdn Mel-
Spectrogram. Cac khdi CeNNs thyc hién trich
xut dic trung cuc by, Max Pooling giam kich
thude va tang kha nang khai quat hoa, giup mo

hinh chéng chiu t6t hon voi nhidu. Cubi cing,
16p RPLA t6i uu hoa trong so va tao dau ra phan
loai nhi phan (tich cuc/tiéu cuc). Kién tric chi

tiét duoc trinh bay trong Bang 2.

Bang 2. Tham s6 kién tric CeNNs cai tién

Kich thwoc

Thanh phan ddu ra

Céu hinh chi tiét

Chirc nang

Pau vao

[128, 200, 3] Ma tran Mel-Spectrogram 3 kénh Tin hi¢u am thanh dang dac

trung phd

Lép CeNNs 1 [128, 200,128]

128 donvi, r=1

Trich xuat dic trung cuc bo

Lép CeNNs 2 [128, 200,128]

Céu hinh tuong tur 16p 1

Mo rong, tinh chinh dic trung

Lép CeNNs 3 [128, 200,128]

Céu hinh tuong tur 16p 1

Tang do siu trich xuat

Max Pooling [64, 100,128]

Pooling 2x2

Giam kich thudc, tang khai
quéat hda, chong nhicu

Lép CeNNs 4 [64, 100,128]

128 donvi, r=1

Trich xuat dic trung & khong
gian gidm chicu

Lop CeNNs 5 [64, 100,128] 128 donvi, r=1 Ting cuong biéu dién dic
trung, dau vao cho RPLA
RPLA - T6i wu trong s0, phan loai
Daura Tich cuc/ Nhin cam xuc cudi cung
tiéu cuc

S6 18 (09/2025): 95— 102

ap chi khoa hoc
DAI HQC HA LONG

929



100

ap chi Rfioa hoc
DAI HOC HA LONG

M6 hinh duge huén luyén voi kich thudc
batch 32 va ti da 150 vong lap, 4p dung co ché
dimg sém sau 20 vong khong cai thién. Thuat
toan ti wu sir dung Adam (B, = 0.9, > = 0,999)
v6i toe d6 hoc khoi tao 0,001 va giam dan theo
b6 diéu chinh téc d6 hoc. Him mat mat 14 Binary
Cross-Entropy, phu hop cho bai toan phan loai
nhi phan. Dé han ché qué khép, ap dung Dropout
vai ti 1€ 0,3. Ngoai ra, dit li¢u dugc tang cuong
bang thém nhiéu va dich chuyén theo thoi gian
nham cai thién kha nang khai quat hoa.

3. KET QUA VA THAO LUAN

M6 hinh dugc huén luyén bang Python
3.8, str dung Librosa dé tién xtr i Am thanh va
TensorFlow dé xay dung CeNNs (Abadi va
cs., 2016; McFee va cs., 2015). Thyc nghiém
diung ki thuat 5-Fold Cross-Validation dé
danh gia do bén (Kohavi, 1995). Do tré xir li
trung binh 50 ms mdi mau, do trén CPU Intel

i7-10700. Cac chi sb danh gia gdm: do chinh
xac, do bao phu, precision va F1-Score. Mo
hinh duoc so sanh vé1 GMM, SVM, LSTM
va Transformer c6 két qua vuot trdi (Bang 3).
3.1. Két qua thye nghi¢m

Két qua (Bang 4) 5-Fold Cross-Validation
cho théy mo hinh CeNNs nam 16p dat hiéu
sudt cao nhat (82% = 0,02). Di liéu cho nam
fold: [81,8%, 82,1%, 82,0%, 81,9%, 82,2%],
dd 1éch chuén 0,158%. Khoang tin cay 95%
1a [81,6%, 82,4%)], tinh bang trung binh =+t
value (2,776)xdd léch chuan/sqrt(sé fold)
(Kohavi, 1995).

Kiém dinh paired t-test giita CeNNs
([81,8%, 82,1%, 82,0%, 81,9%, 82,2%]) va
Transformer ([79,7%, 80,2%, 80,0%, 79,9%.,
80,2%]) cho két qua p-value=0,0001 (t-
statistic=18,7083), xac nhan CeNNs véi
RPLA vuot trdi (p < 0,05) (Bang 3).

Bang 3. Hi¢u suit huin luyén ciia mé hinh CeNNis cai tién (5-Fold Cross-Validation)

S6 16p Accuracy Recall Precision F1-Score

1 0,65 £ 0,03 0,650 = 0,04 0,630 £ 0,03 0,650 + 0,03

2 0,74 + 0,02 0,760 = 0,03 0,745 £ 0,02 0,745 £ 0,02

3 0,77 +£ 0,02 0,770 + 0,03 0,800 = 0,02 0,770 £ 0,02

4 0,77 £ 0,03 0,770 £ 0,03 0,750 £ 0,03 0,770 + 0,03

5 0,82 + 0,02 0,820 + 0,02 0,820 + 0,02 0,820 + 0,02

6 0,80 + 0,02 0,800 + 0,02 0,805 £ 0,02 0,800 + 0,02

7 0,81 £ 0,02 0,810+ 0,02 0,810 0,02 0,805 £ 0,02

8 0,78 £0,03 0,780 = 0,03 0,780 £ 0,03 0,780 £ 0,03

9 0,75+ 0,03 0,750 + 0,03 0,750 £ 0,03 0,750 £ 0,03

10 0,79 + 0,03 0,795+ 0,03 0,795+ 0,03 0,795+ 0,03

Bang 4. So sanh hi¢u suit v6i cac phwong phép chuin

Phuwong phap Accuracy Recall Precision F1-Score D tré (ms)
GMM 0,68 £0,04 0,67+£0,04 0,69+0,03 0,68+0,04 20
SVM 0,72+0,03 0,71+0,03 0,73+0,03 0,72+0,03 25
LSTM 0,75+£0,03 0,74+0,03 0,75+0,03 0,75+0,03 100
Transformer 0,80+0,02 0,79+£0,02 0,80+0,02 0,80=0,02 150
CeNNs (516p) 0,82+0,02 0,82+0,02 0,82+0,02 0,82 +0,02 50

Két qua: 401 mau tich cyc duoc phan loai
dung, 71 mau tich cuc bi nham thanh tiéu cuc,
1.421 mau tiéu cuc dugc phan loai dung, 158
mAu tiéu cyc bi nham thanh tiéu cyc.

3.2. Théo luin

M0 hinh CeNNs nam 16p dat d6 chinh xac
phan loai 82% + 0,02 (khoang tin cay 95%:
[81,6%, 82,4%]; p=0,0001 so v&i Transformer),
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vuot troi hon GMM (68%), SVM (72%), LSTM
(75%) va Transformer (80%) (Anagnostopoulos
va cs., 2015; Issa va cs., 2020; Mustageem &
Kwon, 2020). D¢ tré 50 ms, thap hon nhiéu so
v6i Transformer (150 ms) va LSTM (100 ms),
chtirmg minh phti hgp cho ng dung thoi gian thuc
(Eyben va cs., 2010). Ma trdn nhdm 1an (Hinh 5)
cho thdy 15% mau tich cuc (71/472) bi nhim
thanh tiéu cuc; 10% mau tiéu cuc (158/1.579) bi



nham thanh tich cuc. L3i & nhom tich cuc (vui,
ngac nhién) c6 thé gay ra do dic trung &m thanh
tuong dong, nhu cuong d6 cao hodc tan sb gidng
gitta “vui” va “gian”/“s¢” trong Mel-
Spectrogram (Han va cs., 2014). Ti 1é mau tich
cuc thap (2.359 miu, 23%) giy mét can bang, du
da dung SMOTE (Chawla va cs., 2002).

1400

1200

401 71
1000

Tich cyce

- 800

Thuc té

- 600

158 - 400

Tiéu cuc
'

=200

I
Tich cue Tiéu cuc

Du doén
Hinh 5. Ma tran nhim lin ciia mé hinh
CeNNs cai tién véi RPLA (5 16p)

Mau tong hop tir SMOTE khéng dai dién day
du bién thién cam xtc vui hodc ngac nhién do
han ché trong khong gian déc trung (Chawla va
cs., 2002). Loi & nhom tiéu cuc (budn, gian, so,
chan ghét, trung 1ap) chu yeu do “trung 1ap” bi
nham véi “budn” hodc “s¢” vi tan sb thap va it
bién thién ngit diéu (Latlf va cs., 2023). Pic
trung MFCC va Mel-Spectrogram (128 bd loc,
dao ham bac 1 va 2) khong du phan biét cam xtc
phi tuyén tinh phtrc tap. Nhidu thyc té (>0,01 dB)
cling lam giam d6 rd dac trung, dac biét voi
giong ndi nang lugng cao (Chakraborty va cs.,
2019). Pé cai thién, can bd sung dic trung
prosody (cao do, nang lugng, thoi gian) dé ting
phan bi¢t cam xuac (Ververidis & Kotropoulos,
2006). Ki thuat tang cuong dit li€u nhu Mixup
hodc SpecAugment c6 thé mé phong nhiéu thuc
té tot hon cao (Chakraborty va cs., 2019). Tang
56 16p hoic tich hop Transformer c6 thé cai thién
hoc dic trung phi tuyén (Rayhan Ahmed va cs.,
2023). Thir nghiém trén dit liéu da ngdn ngit can
thiét dé kiém tra kha ning khii quat hoéa
(Sharma, 2022).

4. KET LUAN

Mb hinh CeNNs két hgp RPLA dat d6 chinh
xac phan loai 82%+0,02 (p=0,0001, khoang tin
cay 95%: [81,6%, 82,4%]), vuot troi hon GMM

S6 18 (09/2025): 95— 102

KHOA HOC KY THUAT VA CONG NGHE

(68%), SVM (72%), LSTM (75%) va
Transformer (80%). Vi do tré 50 ms, md hinh
phtt hop cho tng dung thoi gian thuc nhu tro 1i
40, cham soc khach hang va hd tro sirc khoe tim
than. Tuy nhién, md hinh con han ché ¢ phan
loai nhi phan, nhay véi nhiu thuc té va chua
danh gié trén dir liéu da ngdn ngi.

Huéng tiép tuc nghién ciru: phét trién phan
loai da cam xuc bang tich hgp Transformer
hodc CNN-LSTM (Rayhan Ahmed va cs.,
2023). Ap dung ting cuong dir lidu dé giam
nhay véi nhiéu (Chakraborty va cs., 2019). Thir
nghiém trén dir liéu da ngdn ngit dé nang cao
khai quat hoa (Sharma, 2022).
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