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Figure 6. Safety Management Systems.
Source: https://ehsdailyadvisor.blr.com

Types of undertakings and the number of workers for
which an overall safety and health controller(Soukatsu-
Anzen-Eisei-Sekininsha) must be appointed

- Undertakings involving tunnel construction, bridge
construction (limited to construction on roads or sites close
to roads, or on rails or sites close to rails, within areas of
concentrated population) and work using compressed-
air methods, in which more than 30 workers are regularly
employed, including subcontractor workers.

- Other undertakings in which more than 50 workers are
regularly employed, including subcontractor worker.

Employers who must appoint a safety and health
supervisor(Anzen-Eisei-Sekininsha)

- All subcontractors must appoint a safety and health
supervisor when they participate in a construction
undertaking for which an overall safety and health controller
(Soukatsu-Anzen-Eisei-Sekininsha) has been appointed.

Employers who must appoint a master safety and health
supervisor (Motokata-Anzen-Eisei-Sekininsha)

- Master employers must appoint a master safety and
health supervisor for work undertaken by said employer itself
if an overall safety and health controller (Soukatsu-Anzen-
Eisei-Sekininsha) has been appointed for the undertaking.

Employers who must appoint a safety supervisor, health
supervisor and industrial physician

- Master employers and each subcontractor must
appoint a safety supervisor, health supervisor and industrial
physician when such master employer and subcontractor
employ more than 50 workers at the workplace.

Employers who must appoint an operations-chief

- All employers must appoint an operations chief to any
undertaking for which the appointment of an operations-
chief (Sagyo-Shuninsha) is legally required.

Risk Management Optimization:

Implement comprehensive risk management, from
assessing and identifying potential hazards to developing
prevention and response plans. Diligent risk management
helps minimize workplace accidents and incidents during
construction.

Understand the risks
Begin by identifying hazards in your workplace. A

hazard is anything that may cause harm, such as chemicals,
electricity, or equipment.

After you determine what hazards exist in your
workplace, the next step is to assess the risk these hazards
pose to workers, so you can dedicate the appropriate

(xem tiép trang 80)
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Figure 7. Professional Safety Training. Source: https:/imcinstitute.ae; https:/mtvco.vn/
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Figure 8. Safety and health management systems. Source:https:/www.jisha.or.jp

Safety Dupervisor

sl bus visor

Oiperatizng ok

L Industraal phv e ian L—  hdusir ial physician

Subsgriralor =

Saleiy snd e alth

Fhanagin
PP ISR mng

nisk
Qperalmng chel

Figure 9. Safety and health

management systems.
Source:https:/www.jisha.or.jp

SCIENCE JOURNAL OF ARCHITECTURE & CONSTRUCTION

Evaluation of the ability of the random
forest algorithm in machine learning
for studying construction hydraulics
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Abstract

The Decision Tree and Random Forest
algorithm is a "black box" prediction
model, this algorithm is formed based
on the "binary tree" structure. The study
conducted an analysis of the structure
of the Random Forest algorithm, built
a process for analyzing and predicting
a hydraulic factor using the regression
algorithm. In particular, Pi theory is used
to analyze and determine the objective
function, thereby determining the input
data fields for the Machine Learning
model, coordinating experimental data
with physical experimental model of the
hydraulic jump in the trapezoidal channel.
The study analyzed machine learning
models according to Decision Tree and
Random Forest algorithms, the research
results showed good computational
efficiency, strong correlation coefficient
(R2 = 0.9), other statistical indicators are
very close to the ideal point (zero), the
MAPE is from 3% to 6%. The study also
shows that the Random Forest model
has better prediction performance than
the Decision Tree for the hydraulic
factors of water jumping in an horizontal
trapezoidal channel.
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1. Introduction

Machine Learning (ML) is a powerful branch of artificial intelligence (Al) research
that has been developed since the 1980s. Machine Learning is a field of Computer
Science that has the ability to learn on its own based on input data without
requiring specific programming algorithms for the research subject. Instead of
writing programming lines for software manually with a specific set of instructions
to complete a specific task, the machine is “trained” using large amounts of data and
algorithms that allow it to learn how to perform tasks [1].

Machine learning has a very close relationship with statistical theory. Machine
learning uses statistical models to "remember" the distribution of data, simulating
the ability to generalize and infer, and then produce forecast results based on
optimal statistical indicators (such as MSE index). Machine learning can only predict
accurately within the input data range, while predicting outside the analyzed data
range will give results with low accuracy. Therefore, empirical formulas still have
certain advantages, especially forecasting trends outside the data range or areas
with sparse data. Machine Learning is used for studies on object classification or
regression prediction.

Machine Learning is a solution applied to many fields and industries, from social
sciences, information technology, finance, medicine, remote sensing, electronics,
robotics and other engineering fields. In this scope, analyzing the studies that have
applied Machine Learning algorithms in the field of water resources and hydraulic
engineering. This study will be based on machine learning algorithms on regression.

2. Related works

Study on applying Machine Learning algorithms to engineering, hydraulics have
been synthesized and analyzed, the results have shown the usefulness of applying
Machine Learning in the flow research, as Steven L. Brunton has overviewed
Machine Learning and basic applications in fluid mechanics. It's shown that Machine
Learning applications give good efficiency in the hydraulic research, it can support
in evaluating physical models and sharing data better [2]. Melhem has analyzed
Machine Learning solutions and applied in engineering with suitable databases,
Machine Learning algorithm gives fast results and high accuracy [1]. In the analysis
and calculation of flow for river basins, Corentin J. Lapeyre presented a machine
learning solution in analyzing hydrological and hydraulic factors of river basins,
to forecast water level and flow of Garonne River, France using Random Forest
(RF) algorithms, 2D hydraulic model, multi-layer neural network (MLP), research
to establish the relationship between Machine Learning model and 2D hydraulic
model, to reduce costs for research and analysis of hydraulic characteristics of flow
[3]. Elaheh White studied flow forecasting in some California rivers and streams,
USA using RF model and evaluated by R2 > 0.8 [4]. Granata predicted spring flows
in Rasiglia Alzabove, Umbria, Central Italy with DT and RF machine learning models
for analysis and used the R2 evaluation index to achieve quite good results with
R2 = 0.991 [5] or Ziyao Xu's water price analysis [6] predicted water price growth
using the RF model in the US and used the R2 evaluation index for a value greater
than 0.8, showing that Machine Learning helps in deciding on appropriate and rapid
water price adjustments.

Studies show that the application of Machine Learning algorithms is still very
limited, and its application has not been widely deployed like the application of
neural networks (ANN) of Artificial Intelligence systems. Especially in the field of
hydraulics and hydraulic engineering, there are also very few studies, which limits
the ability to apply and expand the research database system. Making new research
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eqgautions only applicable to each specific research case,
there are no comprehensive analyses and construction
of general calculation methods in the field of hydraulic
engineering.

In Machine Learning, there are two basic algorithms,
Decision Tree (DT) and Random Forest (RF), which have
a wide range of applications and do not require too strict
input data, and the results ensure accuracy for scientific
research on hydrodynamics.

Therefore, this research focuses on the evaluation and
analysis of DT and RF models by regression algorithms, the
research includes theory, data characteristics in Machine
Learning, the determination of data fields in Machine
Learning from Buckingham's Pi theory and analytical
examples of geometric characteristics (the sequent depths
and the jump length) of the hydraulic jump in a horizintal
trapezoid channel.

3. Characteristics of data used in the machine learning

The database used in the machine learning must satisfy
the following requirements [4,6,8]:

+ The data set must be of sufficient quality when
analyzed, and must be divided into a training data-set and a
test set, in which the training data-set must have complete
classification variables and target variables, while the test
data-set does not have target variables.

+ The training data-set must be abundant and diverse
in terms of variables and data attributes so that the training
process for the model takes place optimally and the analysis
results are accurate.

+ The classes, groups or values of the target variable must
be discrete, and analysis cannot be applied to continuous
target variables (ensuring that the analysis process is not
affected by values that follow a certain function, then the
training results will not be accurate).

Thus, the data used for machine learning solutions must
ensure independence and have a relationship with the target
variable. In the study of the hydraulic jump, the factors
of the sequent depths and the jump length considering
friction factors are all independent and satisfy the database
characteristics applied to the machine learning process.

4. Theoretical basis of research

Regression algorithms based on the “binary tree” theory
include the DT and RF models, in which the RF algorithm is
an upgrade of the DT algorithm with the “bagging” technique
to increase the model’s prediction efficiency. The research
algorithms are described as follows:

4.1 Decision Tree algorithm

Decision Tree (DT) [6,10] is one of the predictive
modeling approaches used in statistics, data mining, and
machine learning. Using DT (as a predictive model) to go
from observations of a target value of that parameter
(represented in the branches) to conclusions (represented
in the leaves). DT is the most powerful algorithm in the
supervised algorithm category. The main entities of DT are
“Nodes” and “Leaves”, which are where the data is split and
where the prediction results appear. The decision of the
split strategy greatly affects the accuracy of the tree. The
regression theory of DT is to use the Mean Square Error
(MSE) to decide whether to split a node into two or more
“child” nodes.

Considering a binary DT, the algorithm will first select a
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Figure 1. Structure of the DT model

value and divide the data into two subsets. For each subset,
it will calculate the MSE value separately. The "tree" selects
the value that results in the smallest MSE value. DT uses the
method of dividing into different regions, each region uses
the smallest MSE criterion to evaluate:

min, |:Z(yi _;;)2} "

__where: yi is the actual predicted value in the region R;
Yr is the average value of the region R.

In practice, it is difficult to split the data into regions R, so
the alternative is to use the binary DT method. That is, each
node has only 2 branches/leafs and analyzes all variables in
the data field in turn.

4.2 “Random Forest” algorithm

Random Forest (RF) [6,8] is a supervised learning method,
so it can handle problems of classification and prediction of
values (Regression). The mathematical explanation of the
algorithm is as follows: RF is a set of many DTs, in which each
DT is randomly created from resampling (randomly selecting
a part of the data to build) and randomly selecting variables
from all variables in the data. With such a mechanism, RF
gives us a very high accuracy result, but the trade-off is that
we cannot grasp the operating mechanism of this algorithm
due to the overly complex structure of the model.

This algorithm can be considered one of the Black Box
modeling methods and it can only draw results but cannot
explain the operating mechanism of the model. The RF
methods are usually trained using a “bag-based” approach,
i.e. each “Tree” is analyzed by a separate regression function
to predict the analysis result.

Tree 1 Tree 2 Tree n
XY
TR SR AR
Average prediction /

Figure 2. Model of RF's forecasting algorithm

The algorithm of the RF model can be described as
follows:

g = Y o,f(x)

Where:  fi(x) is the base model of the DT.
0; is Weight of the DT model in the RF algorithm.
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Table 1. Analyzing the objective function of the jump according to studies

a. For the study of the sequent depth of the jump

b. For the study of the jump length

+ Frictional force

The friction force (F,,¢) can be ignored, only the surface
roller characteristics are considered.

Using the bottom stress theory (t,) and average wetted
perimeter (P ) to analyze the friction force:

F, =tL}P

+ The equation of influencing factors is as follows:

f(y,, y,-Q, V., V,,,mb,a ,rm,g)= 0

(5)

f(L,,y,,, V,, V,om,p,p,g,b,a ,¢) =0

(6)

(Fry), as follows:

+ Applying Buckingham's Pi theory to determine the objective function in studying the intinial depth of the jump (y1),
the second depth of the jump (y2) and the length of the jump (L;) according to the upstream Froude number of the jump

&:xp(%ﬂj hzq)[&,ﬁ”mylj
Yy b 7 | W \2 b 8)
Table 2. Experimental data from physical models
Bed width b Length of .
Authors (cm) channel (m) Q(l/s) y; (m) y2 (m) Lj (m)
55 60 + 201 0.033 + 0.081 0.182 +0.488 1.0 +-2.87
Ngoc N.M. et al. 4
335 65+ 167 0.041 = 0.092 0.258 = 0.490 1.5+3.18
Wanoscheck R 20 6 201:98 | 0040:0081 | 0.142+:0441 | 0.55+3.0

This technique is widely used and has good prediction
performance, also known as ensemble model. In the RF
model, the DT base models are built independently with a
separate data sample.

4.3 Data structure of machine learning algorithms

The Machine learning model is a training process, this
process requires input data set and output data to analyze
according to different algorithms. The input data of the
influencing variable will be divided into "nodes" (the DT
algorithm), divided into "Trees" (the RF algorithm) etc. Thus,
the basic structure of the machine learning model is as
follows:

+ Training process: Training = training (data 1, data 2,...
data n)

+ Forecasting process: Forecasting result = f (Training,
test data)

Determining data fields is a difficult problem, because
these data fields cannot be proposed randomly or empirically,
but need to have a clear scientific basis. The method of
dimensional analysis and applying Buckingham's Pi theory is
a suitable method in building data fields in machine learning
models.

Subcritical flow

In addition, the predicting results of the machine learning

algorithms will be evaluated through statistical indicators,
such as correlation coefficient (R2), mean square error (MSE),
absolute percentage error (MAPE, %), mean absolute error
(MAE), and error between mesured and predicted values (g,
%). These indicators are used to evaluate the forecasting
performance of the models.

5. lllustrating the machine learning problem through
the study of predicting the hydraulic characteristics of a
hydraulic jump

5.1 Theoretical equation of the jump

Considering a structure of the jump in a horizontal
trapezoidal channel. Study of the momentum equation for
the roller zone of the jump:

P —P, -F, =pQ,0,,V, —pQ,a,V, @)
where:

P4, P, is the hydrostatic pressure at sections 1 and 2 (N)

V4, V, is the average velocity at cross-sections 1 and
2(m/s)

Oo1, 0oz is the momentum coefficient

Qi, Q, is the dischagre at upstream and
downstream of the jump (m®/s)

Hydraulic Jump Fr<l Based on the objective function, determining
. the forecast target data (y2/y1 or LJ/y1) and the
/T Yes data fields affected in the training process of the
Supercritical = |y machine learning model.
flow ] 2 tya — AN *Vz>> y 5.2 Experimental model and research data fields
Fr>1 A\ Yi Pl Z1CL F —_— c ; i
7™ ms I\ The study used 3 physical models with the
1 2 -~ same conditions (trapezoidal channel, stilling basin,
i L I channel slope m = 1 and smooth bed) to collect
Figure 3. The structure of the jump in the horizontal trapezoidal data.
¢hannel Separating about a part of the research data to
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make test data, should be randomly separated and ensure
that the test data is spread evenly within the research data
range (It can use the INDEX function in Excel software to
separate the data for objectivity). The selection principle is
based on the coverage of data within the research scope,
here considered through the upstream Froude number, the
test data has a Froude number from 4.0 to 7.78 (steady
jump), with a total of 109 data sets, separate 12 data sets
(11% of the total data) for testing (Table 4).

Table 3. Research data fields

Values y2/y1 Fr1 M1=my1/b LJ/Y1
Min 2,347 2,125 0,060 9,091
Max 9,926 10,570 0,406 62,50

Table 4. Test data for the machine learning model

Values y2/Y1 Fry M, Ly/y,
Min 4,587 4.062 0.087 28.125
Max 7.879 7.776 0.406 48.966

5.3 Deploying and testing the machine learning models

In the study of applying the machine learning algorithms
in the library system of Matlab R2022b software, the
algorithms have the following structure (Figure 5).

Predicted values of the ML models (Figure 6, 7, 8).

Analyzing of statistical indicators in evaluating predictied
values of the Machine learning models

For the the DT model, the arrangement of data fields
to separate at different nodes will give the model different
forecasting efficiency, as seen when forecasting the jump
length, Fry or y,/y; used as data division at the nodes,

a. codes of the DT

Y
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b. Codes of the RF
Figure 4. Codes of the DT and RF model in the Matlab R2022b
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gives different statistical indicators when comparing the
measured and predicted values.

For the RF model, the data fields are not meaningful
when arranged to be included in the training model.
Because with the RF, the division of data into DTs will be
randomly arranged and evenly distributed, so all cases will
be overviewed for study.

6. Conclusion

The machine learning model (DT, RF) has an algorithm
suitable for the characteristics of predicting hydraulic factors
of construction works. When studying Machine Learning,
it is necessary to clearly identify the influencing variables
to build data fields. The study proposed the dimensional
analysis method and Pi theory for analysis, the results
showed that this method is very suitable when combined
with machine learning algorithms.

The machine learning problem with good forecasting
efficiency, in addition to fully identifying the influencing
factors, must also have a rich data set.

The study has only initially analyzed, proposed and
tested the forecast for hydraulic factors of water jumps
with a short data set. Therefore, if applied in practice, it
is necessary to compare with empirical formulas to select
suitable hydraulic factors.

Comparing the predicted data of the RF and DT, it shows
that the efficiency of RF is better, which is clearly shown in
the forecast with the same test data series, such as the high
correlation coefficient (R? > 0.9), other statistical indicators
of the RF are much smaller than the DT.

This study is limited to the use of “binary tree” algorithm
with DT and RF models to study and evaluate the suitability
of Machine Learning Model in
regression prediction of hydraulic
factors. Upgrading studies will
be carried out in subsequent
evaluations.

Regression machine learning
model is an algorithm with rich
applications, especially when used
in the R ecosystem (such as in
Matlab software), it is very effective,
the research method is convenient
and especially the change of
analysis methods is quick and gives
good calculation efficiency./.
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Figure 5. Test data on
predicting the jump length
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Figure 6. Predicted values and “Tree” diagram of the  Figure 7. Predicted value of the
DT algorithm on the sequent depth

jump length of the RF model
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Table 5. Statistical indicators of predicting the sequent depth
Influence 5
No. Models variable MEA MSE R MAPE (%) Emax
DT Frq, My 0,380 0,212 0,798 5,856 13,2
2 RF Frq, My 0,206 0,112 0,893 3,177 13,9
Table 6. Statistical indicators of predicting the jump length
Influence 2
No. Models variable MEA MSE R MAPE (%) €max %
T Yo/Yyq, Fry, My 1,263 2,169 0,949 3,466 7,25
2 Fry, y2/y1, Mq 2,251 7,197 0,832 5,998 13,46
RF y2/Y1, Frq, My 1,144 2,023 0,953 2,988 6,95
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Figure 8. Comparison of measured and predicted valuess of the sequent depth by Machine Learning
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Figure 9. Comparison of measured and predicted valuess of the jump length by Machine Learning

models
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