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ABSTRACT

In practice, 1he ¢lassification algorithms and the initialization of the clusters and the initial
centroid of clusters have great influence on the stability of the algorithms, dealing time and
classtfication results. Some algorithms are used commonly in data classification, but their
disadvantages are low accuracy and unstability such as k-Means algorithm, c-Means algorithm,
Iso-data algorithm. This paper proposes a method of combining fuzzy probability and fuzzy
clustering algorithm to overcome these disadvantages. The method consists of two steps, first to
caleulate the number of clusters and the centroid of clusters based fuzzy probability, then to use
fuzzy clustering algorithm to tand-cover classification. The results showed that. the accuracy of
the land cover classification using multispectral satellite images according to the developed
method significantly increases compared with various algorithms such as k-Means, iso-data.

Keyword- satellite imagery, probability, fuzzy c-means clustering.
1. INTRODUCTION

The algorithms applied to image segmentation such as k-Means, c-Means, Iso-data show
the same way based on the euclidean distance to deternmune the degree of similarity between the
consldz‘:rcd objects and cluster centroids, In problems of land cover classification, methods based
on statistical parameters have been widely used because they are easy to implement and highly
accurate [ - 3], However, these methods are quite expensive, time consuming and unsuitable.

Fuzzy logic has been widely apphied in most of scientitic and technicat tields (4 - 7).
Typically m the clustening algonithms, it 1s fuzzy c-means algorithm (FCM) [8], which is quite
comnon in many fields such as image processing, data mining etc.. With FCM algorithm - a
]oap s done to minmize the objective function by updating the membership function values,
which have funclion as the weight values that exhibit degree of influence of a data sample on
clusters. However, this algorithm dows not perform well and 15 unstable when centroids
mitielizing 1s far different from the 1eal centrotds.
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There have been many mprovements based on FCM algorithm to overcome the
disadvantages of FCM algorithm. Despotovic et al. [9] used a mask with center considered pixel,
the other pixels of the mask use the mformation about position on the mask to calculate the
degree of sinilarity between the mask center with the nerghboring pixels, then calibrate the
valug of the membership function of the FCM algorithm for image segmentation problem. Zhao
Li et al. [10] also used spanal formation to improve FCM algorithm. and the authors had to use
FCM clustermg as step imitialization, then to use spatial information to eliminate noise and final
used to FCM algorithm after noise reduction based on the value of the membership function.
Zhengjian Ding et al. [11] improved FCM algorthm for land cover classification based on
combination of spatial information and pixel values. These methods have certam limitations
such as only applying on satellite image processing with high resolution, a method using multi-
spectral sateltite imagery, but the aceuracy 15 nof high or unsuitable. Hamed Shams: et al. [12]
1mproved the FCM algorthm by combirng the spatial nformation of pixels surrounding areas to
calculate the weights of the membership function, that having relevance to all data clusters,

In Vietnam, the studies related to satellite images have recently been conducted by several
groups. Long Thanh Ngo et al, [13], Sink Dinh Mai et al. [14] have researched on fuzzy logic
and fuzzy logic type 2 applications in satellite mmage ¢lassification. Trinh Le Hung et al. [15]
showed results in detection and classification of o1l spills in envisat asar imagery using adaptive
filter and fuzzy logic.

Currently, there are many methods to classify the sateliite imagery, n which using fuzzy
logic method has been interested and 15 widely studied because of their advantages [16 - 21].

In the present report, the authors proposed a new method, in which combming with fuzzy
probability theory as the iniuai siep for fuzzy clustering algonithm to classifying land-cover on
satellite image. Expersments of the metheds are implemented and compared with previous
algorithms like Iso-data, k-Means to show the advantage of the proposed approach

The paper is organized as follows: Section II shows background; Section I Proposed
method, Section [V demonstrates how to apply the PFCM to land cover classification with some
experiments; Section V is conclusion and future works

2. BACKGROUND

2.1. Fuzzy Probability
Let us notice that the probabulity of a fuzzy event 4e Fy(R™} could be expressed also in
another way as a fuzzy set Fo(Ayon(0,1] [1],[3]. Its membership function wonld be defined for
any pe [0,1] by the following formula:
. supae Q1] 5= p(4,) ifac 0.1)1 p=p(A4)20
P,(A)(p)t{ poe(0,1]]5=p(4, ©.1)1 2= pi4,)

0 otherwise
It means, the fuzzy probabulity P(4) 1s unquely determined by the probabilines of ¢ -
cuts of A, p(4,),ae(0,1] The followmng relation between FAA) holds for any fuzzy event

1)

b
Ac Fy(R™)- P(A):Ip(Aa)dn .



As the fuzzy probability £ seems t@ be too complicated to be used in practice, the crisp
rred in this paper. Now, it will be sl}cwn how the ﬁizzylproba'[?qiry
space can be applied to perform fuzzy discretization of continuous risk factors in decision
making under risk. First, let us suppose that consequences s}f alternatives are _affected Aby only
one continuous risk factor Z whose probability distribution is given by a density function £2).
., A, on the domain of the risk factor. As elements of the fuzzy

probability P will be prefe

Consider a fuzzy scale 4, 4,,..
scale are fuzzy random events. their probabilities  P(4),i=1,..,n, are given by

b
P(4)= J‘ A(2)/(2)dz It is easy to check that Y P(4)=1and P(4)20,i=1...n.8,

Supd, . X
2 discrete probability dismibution is defined on the given fuzzy scale. If the density function of

the nisk factor Z is not known, a similar probability distribution on the given fuzzy scale can be
derived directly from measured data. If measurements z,,2,,. .2, of Z are given, # > n, then
probabulities of the fuzzy scale elements can be set by the formula:

1< .
P(A)=—2.4(z)i=1,un @
moo
The fuzzy expected value and the fuzzy standard deviation of such a fuzzy random variable

Z that takes on values A4, of the given fuzzy scale with probabilities P(d)=1,..,n [2], ae
defined by the following formulas:

FEZ =3 P(4)4 @

FoZ= iP(A, WA - FEZY @

In general, fuzzy memberships in FCM [8] achieved by computing the relative distance
among the pattemns and cluster centroids. Hence, to define the primary membership for a pattern,
we define the membership using value of m. The use of fuzzifier gives different objective
function as follows.

2.2. Fuzzy c-means clustering

N O
LU =3 () 4]

A=] a=l
in which , =[x, - v“| 15 Euclidean distance between the pattern ., and the centroid v,, Cis

number of clusters and M is number of patterns. Degree of membership ,, is determined a8
follow:

Sy ®

* i ﬁ 2/0m-1)
ld,

mwhich i =1..,Ci k=1 N Cluster centronds 1s computed as follows:
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Sy,

M

)

inwhich 7=1,..,C Next. defuzzification for FCM 1s made as if u(x)>u,(x) forj=1,.C

and /' # then x, is assigned 1o cluster /

3 COMBINING PROBARBILITY THEORY AND FUZZY CLUSTERING SATELLITE
IMAGE CLASSIFICATION

Tn fact, the image mformation is stored as numeric values so the problem of image
parntions is usually based on the degree of similarity among these values 0 decide whether an

certain area is based on the simitanty in these colours, which is calcultated through a function of
the distance in the color space d, between the pattern X, and the centroid v, .

In that, the centroid will be in the sumples that the density swrounding the sample data are
large The concept of statistical variance mathematical model is used to solve the problem of
selecting a surrounding data ponts. To beginning we compute the expected pattern FEZ. by the

following equation:

FEZ, =) P(x)x, (8)
=l
and standard deviation FoZz,.
-
FoZ = \}Z P(x Yx, - FEZ) 9)
-

with/=1,2_.d X = (X, %,...x), xe R*.
Consuder the surround of each data point 1s m-chimensional box with radius defined by the
standard deviation1s R=m 0, FOZ, . Compuie density D, of pattern x

\
D,=Z}:T(R~"x/—x_‘) (10)
nwhich 7'=1if 22 0otherwise T=0. /
Find pattern X;with D) =max,. ., D, then ¥, =V Ux and X = Xx, . IfX= givena
set of candidare points ¥, . else back to finding 2»
If 1 is large then we can proceed with this algorithm tu reduce the number of candidate

clusters. We can speed up calculations by dividing the input data set into subsess. then proceed
to apply the algorithm for that subset, we have candidares set F.. Then we proceed with the

candidate set UV =F' | then apply this algortthm to the set v The centroid mutrix ¥ can be
initialized hy choosmg the patterns m ¥, according to the density of candidates. The detailed
algonithm consists of the following four main sleps:
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Algorithm 1: Find centroids using fuzzy probability

Step 1: Initialization
1.1 Number of cluster C. (C>1).
1 2 Compute the FEZ, by the formula (8).

1.3 Compute the FOZ, by the formula (9).
Step 2: Finding candidate

2.1. Compute density £, by the formula (10}.

22 Find pattern x, with D, =max, ., D, then ¥, =¥, wx, and X = Xx,
Step 3: Check the stop condition;

I X=Tori>C. go o Step 5 else back to Step 2.
Step 4: Given a set of candidate points V.

Overall diagram of finding centroids using fuzzy probability is shown in Figure 1.

Algorithm 2: Probabulity Fuzzy C-means Clustering (PFCM)

Step 1: Imitialization
1.1 The parameter of fuzzy m, (1<m), erTor e.

12 Initiahization centroid ¥ =[v,],v, € R" by algerithm 1.
Step 2: Compuze the fuzzy partition matrix U and update centroid V:
2.1 Fuzzy partition matrix U,, by the formula (6).

2.2. Update the cluster centroid ¥ by the formula (7).
Step 3: Check the stop condition: If true, go to step 4, otherwise go to step 2.

Given a set of candidate
centroids

Step 4: Given the clustenng results

_—~~"Taput Landsat.7 satellite Image

S s

Compute the expected Compute Find pattern
pattem and standard densiy Xiwith
deviaton Dj D =max,, . D,

False

Figure | Diagram of finding centrords using fuzzy probability.

{
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4. LAND-COVER CLASSIFICATION USING PFCM

In the experiments, authors have selected the problem of classification on satellite ruagery
to test the proposed algorithm. The detailed algonthm of PFCM for land cover classification
from multi-spectral satellite images consists of the followng three main steps:

Algorithm 3: The PFCM algorithm
Step 1: Multi-spectral satellite magery preprocessing.
Step 2: Apply PFCM on the o-bands of images. These n-bands will be classified mto six classes
representing six types of land covers:
1. W Class: Rivers, ponds, lakes.
2. N Class- Racks, bare soil.
3. NN Ciass3: Fields, grass
4. NEER Classd: Planted forests, low woads
5. N Classs: Perennial trec crops.
6. NI Class6: Jungles.

Step 3: Compute percentage of the identical region

S,=n/iN an
where S be area of * region, 4, be the number of points of the [ region, N be the total
samples of n-bands imagery,

Input Data:
Maultispectral

Algorithm 1
Find centroids

satellite =y
imagery Py Algorithm 2
with N pixels veRa=1T Xwall be

classifiedinto
§classes

Multispectral satellite imagery land covers

Figure 2 Overall dhagram of classification problem

Overall diagram of classification problem s illustrated 1n Figure 2, the multispectral
satellite ymages are read into X array. Algorithm | will be made 1o find 6 approximate centroids
corresponding to 6 layers of data, these centroids and X array wil] be mput data to the algorithm
2, the algorithm 2 will conduct classify the pixels imto 6 layers and based on Normalized
Difference Vegetation Index ( NDVI) [24] to detenmine stx classes representing six types of land
covers
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4.1, Experiments 1
' imagery is region center of Hanol, Viemam (21'

Landsat-7™ a
The study dauaset fram .an "N, 1060 09°57.317"E) in Figure 3, its are:

10°15.. 304"N 105° 29728 173"E 10 20° 52°34.401
871.24 .

[
Figire 3. Smdy data of Hanoi: a) Band 1; b) Band 2; ¢) Band 3, d) Band 4; ¢) Band 5; f) Band 7,

Table | Results of land cover classification in Hanoi.

Class PFCM (%) FCM (%) Iso-data (%) | K-means (%)
1 4.5263 4.8804 5.5866 9.9213
2 13.3306 14.3340 15.7601 16.9050
3 22.8785 22.0145 19.3886 16.7701
4 26.1571 25.6635 243211 21.2313
5 214329 20.3387 20.2183 19.00%0
6 11 6747 12.7688 14.7253 16.1633

!
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Percentage Chart

all | ”

1 Cass 2 Qass 3 Class 4 Oass5 Qass 6

30

™
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-
&

-
°

APIM g FOM mhkodata » k-Means

Figure 4. The result of algonthms' PFCM, FCM, Iso-data and K-Means

() ‘ldl
Frgure 5 Result of land cover classification a) K-Meauns, b) Iso-data, ¢} FCM, d) PFCM
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The results are shown in Figure 5 for 6 bands in which (a), (b), {c) and (d} are classification
results of PFCM, FCM, Iso-data and k-Means algorithms, respectively. Figure 4 and Table 1
compare classification results between PFCM, FCM, Iso-data and k-Means. There is a
sigmificant difference between the algorithms of PFCM, FCM, k-Means and Iso-data in
classifying based on estimating the area of Tegions. This result showed that the area of the layers
is different, the biggest difference between k-Means and PFCM.

To assessing the performance of the algorithims on the | images we anal
the results on the basis of several validity indexes. We considered the different validity indexes
such as the Bezdeks partition coefficient (PC-) (22], Classification Entropy index (CE-T)
[23,24] and Kappa index. The values of these validity indexes are shown in the Table 2.

Table 2 The various validity indexes on the LANDSAT-7 images of Hanoi area,

Validity Index | K-means Iso-data FCM PFCM
CE-L 0.9869 0.5872 0.1972 01317 |
PCI 0.6982 0.7282 0.8628 08893 |
Kappa 0.4182 0.4882 0.7628 0.9156

Note that the validity indexes are praposed to evaluate the quality of clustering. The better
algorithms have smaller values of CE-I and larger vaiue of PC-I, Kappa. The results in Table 2
show that the PFCM have better quality clustering than the other typical algorithm such as FCM,
K-means and Iso-data.

4.2. Experiments 2

The authors using Landsat-7 satellite image data, which taken Lamdong area on
12/02/2010, 12° 13°01.88"N, 167° 33'27.511"E to 11° 37°40.927"N, 108" 49'45.252"E and
square of area: 3393.7 hectares, see in Figure 6.

The results are shown in Figure 7 in which (a), (b), (c) and (d) are the classification results ;,"'

of PFCM, FCM, Iso-data and K-means algorithms, respectively. Figure 8 and Table 3 compare 1
classification results between PFCM, FCM, Iso-data and k-Means. There is a significant!

reduction guite good, while K-means algorithm is much the most noise. Table 4 show that th
PFCM have better quality clustering than the other typical algorithm such as FCM, K-means
Iso-data,

In summary, from two test areas, these deviations can be e'xplained that the boundary of

water and soil classes are usually quite clear, while the ve; classes are often confused

between grasses and trees. With satellite imagery resoluti 0Omy, .the differences of 3
classification results can be acceptable in assessment of area, mduans f
costs compared to other methods. This result not only the lanid cover

fluctuations but also supports urban planning, satural
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Figire 6 Study data of Lamdong: a) Band 1

+b)Band 2: ¢3 Band 3. d) Band 4, €) Baud 5. fy Band 7

Figare 7 Result of ciustering a) K-means
bV [so-data. ¢) FCM. 1 PFC 1,
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Table 3. Results of land cover classification 1n Lamdong (%)

Class | PECM (%) FFW(%) Iso-data (%) | K-means (%) |
1| s3s0 9.2619 123099 17.1510 |
2| 20038 19.4947 17.8593 155828 |

T 185279 15.9935 13.4288
| 157184 15.0599 13.9328 11.4685
5 19.0240 20.1407 212678 213346
6 169540 175149 18.6368 21,0342

Percentage Chart

25 - —_— -

20
15
m || I I‘I

Classt  Class2 Class3 (las3  Chss3  Cass
BPECM NFCM Wisodata B k-Means
Figure & The result of algorithms: PFCM, FCM, Iso-data ané K-Means,

Table 4. The various validity mdexes on the LANDSAT-7 images.of Lamdong area

Validity Index | K
CE-!
PC-1

Kappa

1 erem

This paper presents : : 3
for fuzzy clusterin, results showed that ]
the proposed algor A class of land cover ;
classification. Bast guts of land cover
classification were d to other types of
satellitc images, Bf land cover change

detection.
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The next goal is to implement further research on the Landsat-8 satellite tmages, hyper-

spectral  satellite tmagery for envitonmental classification. assessment of land surface
temperature changes, speed-up the proposed methods based on GPUSs platforms.
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Trén thue té db1 voi e thuat toan phén loai, viée khai tao s6 lugng com va trong tm cac
cum ban dau ¢6 anh hudng 16n dén d% 60 dinh cua thudt toan, thén gian xar [i va ket qua phin
loai, Mét sb thuat todn duge sir dung phd bién trong phin loai di li¢u, nhimg nhuoe diém cia
chﬁng 1& d6 chinh xac thip va khéng én dinh nhur thudt todn k-Means, ¢-Means, Iso-data. Bai

béo dé xuat moL phuong phap két hop xac sut mé va thudt todn phan cum mé dé khic phuc mot
$0 nhuoc diém nay Phuong phip nay bao gbm 2 bude. thir nhat tinh ton sé cum va trong tam
cac cum dya trén xdc sudt md, sau dé sir duyng thudt toan phan cym mo dé phén loai 16p phil. Cac
két qua cho thy rang, d§ chinh xdc khi phan logi l6p pha sir dyng dnh vé tioh da phé theo

phuong phép d& xuét tang dang ke khi s0 sanh véi mét 56 thudt todn phé nhwr k-Means, lso-data.

Tir khda: dnh vé timh, xdc sudt, phén cum md c-Means.
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