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Abstract
Currently, object detection techniques have not achieved sufficient accuracy for direct application in the visual 
inspection of complex products due to the diversity in shapes, sizes, and types of product abnormalities. To 
overcome this limitation, the paper proposes a two-stage identification framework to enhance the effectiveness 
of visual inspection. First, from the original image containing multiple objects, each object is detected and 
extracted as small patches. These images are then preprocessed and further analyzed using a classification 
model in a second prediction step. By inspecting each product through these two stages, the proposed technique 
significantly improves abnormal detection accuracy. Experimental results demonstrate that the proposed method 
not only enhances reliability but also reduces error rates, affirming its potential for practical application in industrial 
production. 

Keywords: Visual inspection; object detection; two-stage identification; image classification; deep learning.

Tóm tắt
Hiện nay, các kỹ thuật phát hiện đối tượng chưa đạt được độ chính xác đủ cao để áp dụng trực tiếp vào việc kiểm 
tra ngoại quan các sản phẩm phức tạp, do sự đa dạng về hình dạng, kích thước và các loại lỗi của sản phẩm. Để 
khắc phục hạn chế đó, bài báo này đề xuất một khung nhận dạng hai giai đoạn nhằm nâng cao hiệu quả kiểm tra 
ngoại quan. Đầu tiên, từ hình ảnh gốc chứa nhiều đối tượng, từng đối tượng được phát hiện và tách riêng thành 
các ảnh nhỏ. Sau đó, các ảnh này được tiền xử lý và tiếp tục dự đoán lần nữa thông qua một mô hình phân loại. 
Với việc mỗi sản phẩm được kiểm tra qua hai giai đoạn như vậy, kỹ thuật mới này đã cải thiện đáng kể độ chính 
xác trong phát hiện lỗi. Kết quả thí nghiệm cho thấy phương pháp đề xuất không chỉ tăng cường độ tin cậy mà 
còn giảm thiểu tỷ lệ lỗi, khẳng định tiềm năng ứng dụng thực tế trong sản xuất công nghiệp. 

Từ khóa: Kiểm tra ngoại quan; phát hiện đối tượng; nhận dạng hai giai đoạn; phân loại ảnh; học sâu.

1. INTRODUCTION

In industrial companies, visual inspection of products 
plays a crucial role in ensuring quality before they 
are released to the market. This process helps detect 
defects such as scratches, dimensional inaccuracies, or 
assembly errors to meet strict product quality standards. 
However, traditional manual inspection methods have 
revealed several limitations, including low accuracy, 
low inspection efficiency, and susceptibility to worker 
fatigue during shifts.

The diversity in product characteristics, including 
complex details like plastic or metal materials, 
glossiness and reflectivity, poses significant challenges 
for computer vision-based inspection techniques. 

These factors increase the complexity of developing 
automated visual inspection systems.

In recent years, machine learning techniques have 
been widely applied in product visual inspection due 
to their automation capabilities and quick adaptability. 
However, despite achieving notable results, the 
accuracy of current systems remains insufficient 
to meet the stringent requirements of industrial 
production.

In companies manufacturing consumer electronic 
products such as Wi-Fi routers, switches, and others, 
accessory boxes accompanying the products play a 
crucial role in ensuring customer convenience during 
installation, inspection, and maintenance. It is essential 
to guarantee the completeness, quality, and correct 
positioning of accessories in the box, especially for 
automated assembly systems. As illustrated in Figure Reviewers: 1. Prof.Dr. Tran Hoai Linh

                   2. Dr. Do Van Dinh
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1, these accessory boxes contain 23 different items. 
They are made from various materials such as plastic, 
metal, and foam, with differing colors. These properties 
cause variations in reflectivity in the images captured 
by visual inspection devices across different shots. 
This presents a significant challenge for automated 
inspection systems. Previous techniques only directly 
detected these components, including their normal 
and abnormal states. As a result, these techniques 
were at risk of falsely detecting small, highly reflective 
objects. If this problem were not addressed, these 
abnormalities would reach customers, damaging 
the company’s reputation and causing failures in 
subsequent production lines in which these products 
served as materials. Therefore, it is necessary to study 
a new technique to improve the accuracy of multi-
component product inspection.

To overcome these challenges, this paper proposes 
a two-stage identification framework leveraging deep 
learning models to enhance accuracy in product visual 
inspection. First, images of the products in different 
scenarios are collected using a visual inspection device. 
These images are then selected to form the dataset 
for the YOLOv8 object detection model. In the second 
stage, images of individual product details are grouped 
and used to train the SVM image classification model. 
During the visual inspection process, images of the 
product box are analyzed by the object detection model 
in the first stage. Each detected detail is subsequently 
classified by the SVM model in the second stage. The 
final inspection results are displayed on a screen, with 
abnormal positions highlighted in the image. Compared 
with previous direct object detection techniques, the 
proposed technique adds a classification stage, which 
significantly improves the accuracy of visual inspection 
equipment.

Figure 1. Illustration of wifi accessory box product

2. RELATED WORKS

Product inspection or disease diagnosis techniques 
based on computer vision have been extensively 
researched and applied to date. Studies often 
focus on using machine learning and deep learning 
models. Each of these has its own advantages and 

disadvantages. Below is an analysis and evaluation of 
several studies related to this paper.

In [1] and [2], both papers focus on analyzing 
the YOLO model, particularly the latest version, 
YOLOv8, and emphasize its outstanding advantages 
in speed and accuracy for object detection. In [1], 
Vijayakumar provides a detailed analysis of YOLOv8’s 
improvements and compares it with other models 
such as Faster RCNN, SSD and RetinaNet, while 
also clarifying its applications in fields like robotics, 
healthcare, and surveillance. Meanwhile, in [2], 
Sohan et al, take a more general approach, offering 
a comprehensive overview of the evolution of the 
YOLO model series from the first version to YOLOv8, 
including architectural analysis, performance metrics, 
and post-processing methods. Both papers affirm that 
YOLOv8 is an excellent solution for object detection 
due to its fast inference capabilities and high accuracy, 
effectively meeting practical requirements.

In [3-5], all three papers focus on improving the YOLOv8 
model to enhance accuracy, reduce computational 
complexity, and increase inference speed to meet 
practical application demands. In [3], the paper 
focuses on lightweight applications in agriculture with 
an improved algorithm utilizing DSConv, DPAG, and 
FEM, achieving a mAP accuracy of 93.4%, reducing 
the model size from 22M to 16M, and reaching a speed 
of 138.8 FPS, but it is limited to narrow domains. In [4], 
the improved YOLOv8 technique with modules such 
as Faster-C2f, Rep-Fasterblock, and Sim-SPPF helps 
reduce parameters (by 21%-54.5%) while maintaining 
accuracy (84.2% on VOC, 42.1% on MSCOCO) with 
a speed of 100-108 FPS; however, performance may 
decrease on complex datasets. In [5], the authors 
introduce an intelligent fire detection system (SFDS) 
applying YOLOv8, integrating IoT, Fog, and Cloud to 
collect and process real-time data, achieving 97.1% 
accuracy, but requiring complex infrastructure and 
high costs. The commonality among the papers is 
leveraging YOLOv8 to meet diverse requirements, 
from fire detection and real-time performance 
improvement to lightweight applications for agricultural 
robots. Improvement techniques include parameter 
reduction, backbone network enhancements, attention 
strengthening and multi-scale processing efficiency 
improvement. These advancements not only ensure 
high performance but also expand YOLOv8’s 
application potential across various fields.

Object detection and image classification are two 
critical domains of deep learning, each with its own 
applications. Object detection models, such as 
YOLOv8, are used to identify and locate multiple objects 
within an image, often applied in surveillance and 
autonomous vehicles. In contrast, image classification 
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primarily assigns labels to entire images and is widely 
used in agriculture, healthcare, and data management. 
Both fields have witnessed significant advancements 
through deep learning. In [6] and [7], the authors focus 
on the field of image classification, emphasizing the 
role of deep learning and modern neural networks in 
enhancing efficiency. In [6], the authors delve into a 
detailed evaluation of performance, while in [7], Chen 
provides a comprehensive overview of CNNs and 
current research trends. Both papers make significant 
contributions to the understanding and application of 
deep learning models in image classification. 

SVM models and deep learning both play crucial roles 
in image classification but exhibit clear differences 
in capabilities and applications. SVM, with its solid 
mathematical foundation, is suitable for small-
scale problems and structured data, achieving high 
accuracy in fields such as face recognition, disease 
diagnosis, and genetic data classification. However, 
SVM’s performance diminishes when handling large 
or unstructured datasets and is highly dependent on 
kernel selection and optimal parameter tuning. On the 
other hand, deep learning models like CNN excel due 
to their ability to automatically extract and represent 
features, particularly effective for large and diverse 
datasets, though they require substantial computational 
resources and long training times. Papers [8-11] have 
highlighted the strengths and weaknesses of SVM, 
emphasizing its high performance in applications such 
as breast cancer prediction with ensemble methods 
and its potential for improvement through variants like 
Twin SVM or Lagrangian SVM. However, they also 
point out that deep learning remains the optimal choice 
for complex and large-scale data.

From the above analysis, it can be seen that YOLOv8 
stands out with its fast processing speed and ability to 
accurately detect and localize components in images, 
but it has limitations in detailed classification of physical 
features. Meanwhile, SVM excels at feature-based 
classification, making it suitable for anomaly detection 
but unable to directly handle object detection tasks. 
Combining these two models leverages the strengths 
of both: YOLOv8 detects and extracts image regions 
containing components, while SVM analyzes detailed 
physical features to check for anomalies, making it 
particularly effective for multi-component products with 
diverse physical properties.

3. SYSTEM CONFIGURATION 
To achieve the goal, we used an industrial camera with 
a resolution of 2448×2048 pixels to capture images of 
the products. To enrich the dataset, the images of 500 
different products were collected. The data processing 
system was a desktop computer equipped with an Intel 
Core i7-8700 processor, 16GB RAM, and an NVIDIA 

GeForce RTX 2070 graphics card. Additionally, the 
image capturing process was conducted in a tightly 
controlled environment to minimize interference factors 
such as ambient light or unwanted obstructions.

The camera was securely mounted on a fixed stand 
with precisely aligned angles to capture clear images 
from various perspectives. To increase the diversity of 
the dataset, the products were arranged in different 
ways, such as changing positions, angles, or using 
various backgrounds. This approach helps the 
machine learning model become familiar with multiple 
variations of the products in real-world scenarios, 
thereby improving the accuracy during inspection.

Furthermore, the data processing system was 
optimized to handle large volumes of collected images 
quickly and efficiently. The NVIDIA GeForce RTX 2070 
graphics card not only accelerated the model training 
process but also supported complex calculations in 
deep learning, ensuring optimal performance at every 
stage of the project.

4. METHODOLOGIES AND DATA

 

Image captured by 
camera 

Object detection 
model 

Image classification model 

Identification results 

Image of each accessory 

(a) 

(b) 

Figure 2. Illustration of the proposed method:  
(a) Original image; (b) Accessory image

As mentioned above, due to the inconsistency of 
the accessories to be inspected and the variation in 
their reflectivity and color between captured images, 
conventional object detection models like YOLOv8 fail 
to achieve the required accuracy. To improve this, a 
two-stage identification framework proposed in this 
paper is illustrated in Figure 2. First, images captured 
by the visual inspection device are processed by the 
object detection model in stage one. After individual 
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sub-images containing the corresponding accessories 
are extracted from the original image, they are fed into 
an SVM image classification model for identification 
in stage two. Finally, the identification results are 
displayed on the computer screen.

4.1. Object detection and extraction

The original dataset, captured by the camera of the 
visual inspection device, consists of 500 images. 
Among them, 52 images were randomly selected as 
the test set. To enrich the dataset, data augmentation 
techniques such as contrast adjustment, zooming, and 
noise addition were applied to the remaining images. 
As a result, the final dataset contains 5000 images. To 
ensure high efficiency and accuracy during the model 
training process, the dataset was reasonably divided 
into subsets, including training, validation sets, with 
corresponding ratios of 8:2. This division is essential 
to achieve specific objectives in each stage of model 
training and evaluation. The training set accounts for 
80% of the data. This is the primary dataset used for 
model training. The validation set (20% of the data): 
This set is used to evaluate the model’s performance 
during training, helping to adjust hyperparameters and 
minimize overfitting. 

Figure 3. Illustration of data labeling technique for 
object detection model

The images in training set and validation set were 
meticulously labeled using the LabelImg tool to clearly 
define the location and type of accessories in each 
image. Figure 3 illustrates the labeling technique 
used in this study, where each accessory is labeled 
according to its specific type. This allows the model 
to detect different types of accessories accurately and 
comprehensively. To ensure the ability to recognize 
accessories within the product box, the accessories 
were divided into nine groups numbered from 0 
to 8, including wall plugs, long bolts, short bolts, 
screws, nuts, brackets, caps, hex keys, and sticks. 
This grouping approach enables the object detection 

model to clearly identify and distinguish each type 
of accessory, thereby improving the accuracy of the 
product’s visual inspection.

Currently, many object detection models have been 
introduced; however, due to its outstanding advantages 
in real-time processing speed and accuracy, YOLOv8 
was chosen for use in this study. For training and 
testing the models in this paper, we use the Python 
programming language and the PyTorch framework. 
Python is a widely used and powerful language with 
a rich ecosystem, allowing for flexible implementation 
of deep learning algorithms. PyTorch is chosen for its 
strong GPU support, which accelerates the training 
process, as well as its intuitive and easy-to-use syntax, 
making it suitable for both research and real-world 
deployment.

Figure 4. Flowchart of object detection model training 
process

Figure 4 illustrates the training steps for this 
model. Before starting the training process, the 
hyperparameters were set, including a batch size of 
24, a learning rate of 0.001 and 100 training epochs. 
During training, the input data, including images and 
their labels, were fed into the model. After each batch, 
the gradient of the loss function is computed and used 
to update the model weights. Additionally, optimizers 
are also used to improve the learning process. At this 
stage, the model learns features and patterns from the 
data to optimize internal parameters, thereby improving 
its object detection capability. After completing the 
training process, the testing set was used to evaluate 
the model’s generalization ability on unseen data. This 
ensures that the model can perform effectively and 
accurately in real-world scenarios.

4.2. Identifying objects in images

The dataset for the image classification model 
comprises images containing individual accessories 
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extracted from the original images. These accessories 
are categorized into 9 groups, numbered from 0 to 
8, and stored in corresponding folders. Each group 
is further divided into two subfolders containing two 
types of images: Normal and Abnormal for each type 
of accessory, as illustrated in Figure 5.

a) b)
Figure 5. Illustration of images in the dataset of the 

image classification model: (a) Normal Image;  
(b) Abnormal Image

The original dataset of the classification model consists 
of 10300 images. To enhance data diversity, image 
processing techniques such as left shift, right shift, 
zoom, contrast adjustment and brightness modification 
were applied. After data augmentation, the final dataset 
for classification model, including 103000 images, 
was split into training and testing sets in a 9:1 ratio, 
ensuring balance and sufficient representation for both 
training and evaluation phases of the model.

Figure 6. Flowchart of image classification model 
training process

During the training process of the SVM model, the 
sklearn.svm.SVC class was utilized with default 
parameters such as C=1.0, kernel=’rbf’, gamma=’scale’, 
and other options to optimize classification 
performance. To find the best hyperparameters for 
the model, the GridSearchCV method was applied 
with the parameter set param_grid={‘C’: [0.1, 1, 10, 
100], ‘gamma’: [0.0001, 0.001, 0.1, 1]}. This method 
helps select the optimal values for the C and gamma 
parameters, ensuring the model achieves the highest 
performance.

After completing the training process, the SVM model 
was used to classify the small images containing 
individual accessories extracted from the test set 
images by the object detection model. Based on the 
identification results, the visual inspection system 
displays the final output on the computer screen, 
marking abnormal locations and providing detailed 
information about the status of the accessories.

5. EXPERIMENTAL RESULTS

Once the two models were trained, they were integrated 
into our visual inspection software. The experimental 
results are illustrated in Figure 7. When applying 
the method in [5], most accessories were correctly 
recognized. However, for small accessories with highly 
variable reflective properties between images, many 
cases were misclassified. Specifically, the Abnormal 
state of these accessories was often misclassified as 
Normal. In contrast, with the two-stage identification 
framework proposed in this paper, after the accessories 
were extracted from the original images in the first 
stage by YOLOv8, their state was further examined 
in the second stage. As a result, the misclassification 
caused by reflections was significantly mitigated, 
improving the overall accuracy of the system.

To evaluate the performance of the proposed method 
in product visual inspection, 52 test images were 
used. Among these, 26 images contained accessories 
in an Abnormal state, while the remaining images 
were Normal. Also, to evaluate the accuracy, this 
paper employs three metrics: Precision (Pre), Recall 
(Re), and Accuracy (Acc). These metrics are defined 
respectively by Equations (1), (2) and (3).

a)

b)
Figure 7. Comparison of experimental results  
with different methods: (a) Proposed method;  

(b) Method in [5]
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Where: 
True Positive (TP) represents the number of 
abnormalities correctly identified; 

False Positive (FP) represents Normal images 
misclassified as Abnormal, and False Negative 
(FN) represents the number of images containing 
abnormalities that were not identified. 

True Negative (TN) represents the number of Normal 
images correctly identified.

The comparison of the accuracy of the different 
methods is presented in Table 1. It can be observed 
that for the method in [5], the number of misclassified 
images remains high, resulting in lower accuracy. 
In contrast, with the proposed method, all images 
containing abnormalities were correctly identified. 
Note that one Normal image was misclassified as 
Abnormal, meaning that inspection staff would need to 
recheck the image to confirm the presence or absence 
of abnormalities. However, this is a non-critical and 
acceptable error. Experimental results demonstrated 
that the proposed method achieved significantly higher 
overall accuracy, effectively addressing the issue of 
misidentification. However, due to the use of two deep 
learning models for inspecting, this method requires 
the device to have a core i7 configuration and at least 
8GB of RAM to operate in real time. 

Table 1. Evaluation of the accuracy of the proposed 
method

Method TP FP TN FN Pre Re Acc
Ours 26 1 25 0 0.96 1.00 0.98

Method in [5] 23 2 24 3 0.92 0.88 0.90

6. CONCLUSION

This paper proposed a two-stage identification 
framework combining the YOLOv8 object detection 
model and the SVM image classification model to 
improve the accuracy of visual inspection in product 
quality control. This approach outperforms traditional 
object detection techniques by accurately detecting 
and classifying abnormalities in accessories, especially 
for small details with highly variable reflective 
properties. The two-stage identification framework not 
only meets the stringent requirements of production 
but also proves its feasibility for implementation in 
industrial companies. The system automates the visual 

inspection process, ensures product quality before 
market release, minimizes errors, and increases 
productivity. This is particularly critical in the electronic 
accessory manufacturing industry, where precise and 
rapid inspection is a key factor in meeting high-quality 
standards.
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